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1 Introduction

A multinational enterprise (MNE) is a firm thatemgaged in production facilities in at least
two countries. In this way, it establishes lastimigrests in foreign markets. These long-term
activities of MNEs are called foreign direct invesint (FDI).

Over the last 20 years, MNEs have become increlgsimgortant players in the world
economy (Figure 1). While world FDI inflows averdg€S$ 100 billion during the 1980s,
there were periods with rapid increases durindatee1980s and 1990s. At the end of the last
century, during the height of the “dot com bubbleDI inflows reached a peak at US$ 1,400
billion annually. With the sudden end of this boangd investors’ flagging confidence, FDI
flows collapsed to about US$ 400 billion annualty 2003 and only started to recover
recently, spurred by solid growth prospects inwld economy, particularly in countries
like China, India and those of the former Eastdot.bin 2005, world FDI inflows reached
US$ 916 billion. Taking a long term view, it is dent that FDI has grown by an order of

magnitude in the last two decades.
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Figure 1. Development of FDI Inflows, Global and Broup of Economies, 1980-2005
(Billions of US Dollars), Source: UNCTAD (2006).

Because the surge in FDI flows has happened relgtirecently, reliable data and
economic studies on its determinants and effeats acaly now becoming available and
possible. At the same time, the sheer magnitudeDafflows and their effects on economic,

social, and environmental development has resuitacheightened interest in studies on FDI.



Most of the rapid increase in FDI is attributedattivities in developed countries. FDI
flows into developing countries were, and still amdy a fraction of those into developed
countries. During the period 1978 to 1980, developed developing countries received
about 80 and 20 percent of world FDI inflows, respely, whereas 97 and 3 percent of FDI
outflows originated from developed and developiogrdries respectively (Table 1). In the
last period for which official data are availabtbe years from 2003 to 2005, developing
countries had almost doubled their share of toll iRflows to 36 percent and quadrupled
their share of total FDI outflows to 12 percent.IFIDws into developing countries have also

been considerably more stable than those into dpedlcountries (Figure 1).

Region Inflow Outflow
1978-1980]1988-1990| 1998-2000] 2003-2005|1978-1980| 1988-1990] 1998-2000]| 2003-2005
Developed Economies 79.7 825 77.3 59.4 97.0 93.1 90.4 85.8
Developing Economies 20.3 17.5 21.7 35.9 3.0 6.9 9.4 12.3
South-East Europe and CIS 0.02 0.02 0.9 4.7 . 0.01 0.2 1.8
World 100.0 100.0 100.0 100.0 100.0 100.0 100.0 100.0

Table 1: Distribution of FDI by Region, 1980-20@®(cent), Source: UNCTAD (2006).

Both policy-makers and economists consider FDI fioas a valuable support of
domestic economic growth. This has various reas@ssshown in Figure 2 below, FDI

inflows are the largest component of net resoumes into developing countries.
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Figure 2: Total Net Resource Flows to Developingutaes, by Type of Flow, 1990-2005
(Billions of US Dollars), Source: UNCTAD (2006).
At the same time, they are more stable than dih@tfolio) investment flows, and

appear to be relatively dependable even in timepabtical and currency crises (Lipsey



2001). This is the case because the foreign suirsdi were able to finance investments
internally, through their parent companies, whiale aisually based in countries with
economic stability.

Moreover, FDI flows into developing countries letma transfer of technical and
managerial know-how which would otherwise be outh&iir reach, since their own domestic
enterprises are generally relatively small, undataised and technologically backwards.

The know-how brought into their foreign subsideariby MNEs is spread to other
local companies by staff fluctuation and by doingsiness with local suppliers. In many
cases, MNEs encourage and promote their subsislisgféorts to gain access to foreign
markets and to earn foreign currencies and thenelpyove the host countries balance of
payments position. Most importantly, by establighproductions in developing countries,
MNEs generate revenues, which in turn are partipbyd out locally to the factors of
production and as taxes. This, of course, prova&®ost to local economic growth. These
facts explain why FDI is considered to be so imguaiitin particular for developing countries,
and why countries compete for it (Esaka 2007).

There are two main ways to look at FDI flows, miéid by MNEs. One can investigate
their determinants or analyse their effects on enoa development. This study focuses on
the determinants of FDI flows. Such determinangs for example, the size and development
of the host country’s market, its endowment witbalofactors of production, its tax system,
political stability, and its infrastructure.

One determinant of FDI that has as yet receivéle Ettention is the influence of the
exchange rate regime chosen by a host country.ddaonomic stability of a host country is
an important factor influencing a MNE’s decisionetoagage in FDI. Therefore, one could also
expect the stability and the credibility introdudeg fixed exchange rate regimes or currency
pegs to have a significant influence on FDI. A fixexchange rate regime is expected to
enhance a country’s international credibility andeéduce exchange rate volatility by linking
the currency to a “trusted” anchor currency. Thgported credibility and stability could
possibly encourage FDI inflows. Therefore, it woblklinteresting to investigate whether this
effect actually exists.

However, this is obstructed by the difficulty insaoving the “actual” exchange rate
regime. This problem arises because there maydsceepancy between the exchange rate

regime a country officially announces (i.e., itsjdiee exchange rate regime) and the exchange

! For in-depth analysis, see Bloningen (2005) ahdk@abarti (2001).



rate regime it actually practises (i.e., its detdaexchange rate regime). Evidently, the
compilation of the actual, de facto exchange rdéssification is fraught with problems.
Countries try to hide their real intentions and dres to rely on surrogate measures as
indicators for the unobservable, actual exchantgereggime, prevailing at a given time. There
are, of course, many ways to extract the underlglagfacto exchange rate regime. The
different approaches to this problem will be disadin detail in chapter 2.

In the context of this study, the question of whé{thange rate regime classification
best characterises the actual exchange rate reginoéd minor importance. Instead, the
exchange rate classification that is “used” by MN&f interest. Although the de facto
exchange rate regimes should be more importanMiNES’ decisions, it is nevertheless
possible that they rely on the de jure exchange ragimes because of lack of better
information. However, MNEs usually have good conmiarcontacts to the countries they
plan to invest in. Also, major investments are dase thorough preparations. It is therefore
unrealistic to assume that they do not know of Ipgranarkets, hidden exchange rate
manipulations and other ways to bypass the offidaljure exchange rate regimes. Therefore,
it can be assumed that MNEs engaging in FDI wilgbaerally well informed and base their
decisions on the de facto exchange rate regimessevéffects they will have observed in the
time preceding the investment. This study uses tacte exchange rate classification as an
explanatory variable of FDI for a large country gden

As mentioned above, exchange rate regimes may beortant factor in the decision
to invest in a certain country. Chapter 2 descridégferent exchange rate regimes and
methods of classification. The de jure and de fatagssification systems are presented, and
their particular advantages and disadvantagesaateout. Likewise, the impact of exchange
rate regimes on developing countries and the wagethcountries handle exchange rate
regimes are discussed.

Chapter 3 surveys the theoretical and empiricatdiire on the exchange rate as a
determinant of FDI flows. This chapter gives anreimv on the studies dealing with the
influence of the exchange rate level, the exchaatgevolatility and the exchange rate regime
on FDI flows. These studies used different methadd different country samples. As a
consequence, they obtained different results.

There are only a few papers analysing the link betwFDI and exchange rate
regimes. In particular, data for a large samplede¥eloping countries have only become

available recently. Chapter 4 tries to capture gunhtify the influence of fixed exchange rate
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regimes on FDI flows. This study focuses on thecffof a fixed exchange rate regime,
imposed at a bilateral level, using bilateral F@tadfor flows from one source country to
another host country. Panel data covering the spa from 1978 to 2004 for 110 host and
31 source countries are used. Concerning the de éxchange rate regimes there were only
data signalling that “a” specific form of exchange regime existed for a certain host
country, without specifying the anchor currencyeffect, this meant that there were no data
at a bilateral level for those cases with a fixegp@gged currency regime. Therefore, existing
exchange rate regime classifications are extenglexktpacting the bilateral information from
published International Monetary Fund (IMF) and Widdank exchange rate records.

The effects of different FDI determinants are qifeeat by using a gravity-type model.
This approach, motivated by Carr et al. (2001), basn applied by many authors for
analysing bilateral FDI. Most of these studies emiated on data for developed countries
and on relatively short periods. This study triesotercome this selection bias by using a
large sample, including observations covering g liime span for many developing countries
as host and as source countries.

In contrast to a simple pooled Ol .8nalysis, a fixed-effects estimation is selected a
the estimation method. It is plausible to assuna¢ EDI inflows into individual countries
differ, because of time invariant features (e.glpwgial past, languages, etc.), and that these
influences are captured by the “fixed coefficienisd., dummy variables for each country). It
is important to note that the analysis uses neatdihl data on an extended sample to shed
some light on the as yet sparsely researched sftddixed exchange rate regimes on FDI

flows.

2 Theoretical background

2.1 The Gravity Model

The gravity model was introduced by Tinbergen (3968 empirical economic analysis. He
derived it from Newton’s gravity equation in physievhich states that the attractive forces
between two objects are proportional to their massel inversely proportional to the square
of their distance. Tinbergen (1962) used it to stigmte international trade flows by
explaining the volume of bilateral trade flows bgpplation size, GDP of home and host

country and distance between host and home coub#ter on, the gravity model was

Ordinary Least Squares



employed to model various other types of flows,hsas migration, commuting, tourism,
commodity shipping and also FDI.

A gravity model very similar to that first applied international trade flows was later
used to describe the determinants of FDI. In génecanomic flows from an origin(source
country) to a destination (host country) are explained by economic forceshat flow’s
origin, economic forces at the flows’s destinatiamd economic forces either aiding or
restricting the flow’s movement from origin to destion. Studies of international FDI

analysing bilateral FDI panel data typically use thllowing form of the gravity equation:
FDI,, = 3,(GDR,)*(GDP,)” (POR,)* (POR, )" (DIST, )= (ATH; ) * u,, (1)
where FDI;, represents the value of the FDI flows from couritrio country j at time t.
GDR, and GDP,, respectively, denote the value of nominal GDEhienhome country and
the host countryj, and POR, and POP, the population size of the countries at time t.
DIST; stands for the distance between the economiceceifitthe origin countryi and the
destination countryj . ATH; represents other factors, either aiding or regskiDI between

I and j atthe timet, and, is a log-normally distributed error term with(lnu., ) =0.

ijt ijt

Despite the good statistical matches obtained hkpgushis type of model, the
theoretical foundation of the model remained imeitfor a long time. First attempts to
provide theoretical foundations were made by Linaem (1966), Anderson (1979) and
Bergstrand (1985, 1989). A common result of theésdiss is that the gravity equation can be
thought of as a reduced form equation incorporasogply and demand factors of two
countries. Carr et al. (2001) proposed gravityatalgs that account for the market size of the
two countries, for differences in skilled labouruadance between the two countries, the
distance between the two countries and their réisgeindices for trade and investment costs.
They found the knowledge capital model to be afaklpeoretical basis for the derivation of
the gravity model of FDI flows. The resulting eqoas are manageable and yield clear-cut
testable hypotheses. Carr et al. (2001) testedhyppetheses derived from the knowledge
based capital model with regard to the importarfaawtinational activity between countries
as a function of certain characteristics of thazentries.

Gast (2005) specified a gravity equation for bilaté&DI flows. He tried to stay close
to the knowledge capital framework, proposed by @aal. (2001). In contrast to Carr et al.,

but similar to Bergstrand (1985, 1989), he inclué&dhange rates and price indices into the



empirical specification of the gravity equationander to control for relative price effects.
The specification is as follows:
FDI,, = B,GDPSUM, + B,GDPDIFF; + B,SKILLDIFF, + B3,STOCK + B,EXCHy

+ BEXCH,, + B,CPI, + BCPI, + BRISK, + B,RISK, + 3, TRAEATY
+ ,812TREAT¥ + B,FREE, + ,814FREEH + ,6’1t5DIS'Ii'j *YD+ a; tUuy, (2)

where GDPSUM,; stands for the sum of both countries’ GDP to arfr the total market

size, GDPDIFF,

IS an indicator of relative country size in terofSGDP andSKILLDIFF;
represents the endowment differences in skilleduabFurthermore a stock market indicator

STOCK, is included andEXCHg, and EXCHy;, are the exchange rates of the countries j

and i with the US Dollar. Instead of calculatinge theal exchange rate explicitly, they
included the consumer price indices of the souru# the host country as separate terms,

CPI, and CPI,. There are further variables to control for thelitmal environment,
transport and investment cosBISK; and RISK; are country risk indicator§,REATY and
TREATY, stands for the number of bilateral investmenttiesaeach country has signed with
other countriesFREE, and FREE; are indicators for economic freedomIST; is the great

circle distance between the countries’ capitalds Mariable is weighted with year dummies
(YD) to introduce its changing influence on the elegient variable over time.

Most empirical studies focussing on FDI flows reterthe gravity equation of Carr et
al. (2001) as the theoretical foundation. The @quaderived by them refers to affiliate sales
but not to FDI flows. There is no doubt that affieé sales und FDI flows are closely related to
each other. Nevertheless, they are not identicalekample, it is possible for a MNE to raise
the capital for an investment in a foreign courdingctly in the host country’s capital market,
so that there is no FDI flow (in the strict sensBE)erefore, the sales of the subsidiary or
affiliate take place without an FDI being offichallegistered.

Below a short exposition of the different varianfspegged regimes is given, which
will be elaborated on in the empirical analysiciapter 4. Basically one can classify pegged

regimes into hard pegs on the one hand and traditmegs on the other.



2.2 Definitions of Fixed Exchange Rate Regimes
Hard Pegs: Dollarization, Currency Boards and MaagtUnions

Hard pegs represent the extreme form of fixed exgbarate regimes and include
dollarization, currency boards and monetary uniddsing the regime of dollarization, the
country abandons its own currency completely atabéishes a foreign currency as the legal
tender. Nevertheless, it sometimes issues domasitis and notes, but this is not used as an
independent monetary policy. A currency board iegplhat the exchange rate is pegged to a
foreign currency by giving the exchange rate regamé the exchange rate parity legal status.
Usually those laws specify the minimum amount a@éhnational reserves to be held by the
central bank as percentage of a pre-specified rapnaggregate. Another form of a hard peg
is the monetary union, which means that the coestrise one common currency and have

one common central bank and monetary policy (hg.European Monetary Union (EMU)).
Traditional Pegs: Currency Unions and Basket Pegs

Traditional pegs constitute single currency uniansl basket pegs. If a country chooses a
single currency peg, its exchange rate is pegged fimed par-value to the currency of a
single foreign country. The announced par-valuead§ustable in case of fundamental
disequilibrium. The credibility of this form of aeg increases with the level of central bank
reserves. Since in general the reserves do notr @velomestic liabilities, there is some
leeway for discretionary monetary policy. Unliksiagle currency peg, the basket peg means

that the currency is pegged to a basket of seceraéncies (Ghosh, Gulde, Wolf, 2002).

2.3 Classifying Exchange Rate Regimes

For potential FDI investors, it would be useful have a variable from which they could
reliably discern the exchange rate regime of a lwosintry. Similarly, for an empirical
analysis one needs a simple variable that repregbatdifferent exchange rate regimes as
discrete classes. At first, this seems a simplélprm. However, closer inspection reveals that
there are a multitude of intermediate exchange ratgmes, like cooperative regimes,
crawling pegs, target zones and bands, which camndlifferentiated easily. Even the clear-
cut extremes of fixed and floating exchange raggmes rarely occur in their “pure” form in

practice.

A composite currency like the SDR or the previpused ECU is possible as well.



Often, there is a discrepancy between the excheatgeregime officially announced
and that effectively conducted, because governmants central banks have many subtle
ways of intervening covertly on currency marketen€equently, there is no clear-cut and
objectively correct classification. Any assignmertcountries to a few idealised types of
exchange rate regimes will be highly subjective degend to a large degree on personal
judgment. Not surprisingly, there are several aatieggtions of countries according to the
exchange rate regimes, assigned to them by ditfesmearchers (Ghosh, Gulde and Wolf
2002).

The task of categorizing countries according toy@etof exchange rate regime is
complicated even further by the fact that countdestinuously try to pursue the goals of the
impossible trinity: independent monetary policygidiy fixed exchange rates, and complete
capital mobility, by taking actions that influentieeir exchange rate regime more or less
directly. Also, exchange rate regimes are oftemgkd under great pressure in situations of
crisis under great uncertainty. Therefore, in tftermath of the crisis the handling of and the
adherence to the officially announced exchange reganes are often “corrected” and vary
strongly over time. This again results in frequengre or less perceptible changes of the
exchange rate regimes (Frankel 1999).

Each IMF member country has to report and publish stated intentions of their
central bank each year. According to this annourecgnthe country is “de jure” classified as
belonging to a type of exchange rate regfriiéis classification according to a public policy
statement has to be regarded as an indicatiorhéoptivate sector to guide expectations and
to influence economic activities in a country. Agntioned above, there are many reasons
why countries do not (strictly) adhere to their ammcements. Obviously, the official IMF
classification, which relies on these official annoements, deviates from reality in many
cases. Classifying these regimes according to fhieiab announcements of the countries
could be misleading.

Ghosh, Gulde and Wolf (2002) speak about “soft pegsd “hard floats” if countries
which are not able to restrict their inflation iway necessary to maintain the fixed exchange
rate parity prop up their currencies using intetwers, or if a country may officially
announce a floating regime but nevertheless intewen the foreign exchange rate market.

4 These are given in the IMF's Annual Report onltattge Rate Arrangements and Exchange

Restrictions



Other countries abuse their credibility by expanary policies which are inconsistent with
their stated goals and the long-term sustainatfityhe peg (Tornell and Velasco 2000).
Hence, economists took great effort to find a sigliclassification system that better
describes the “de facto” exchange rate systemefttuntries. Not surprisingly, economists
developed different ways to classify countries’ lexage rate regimes. Most frequently cited
is the classification of Carmen Reinhart and KennBbgoff, which they call “natural
classification”. It is based on an analysis of plagallel exchange rate market. Eduardo Levy-
Yeyati and Federico Sturzenegger derive anothesifieation by examining the volatility of
nominal (bilateral) exchange rate, the volatilifyexchange rate changes and the changes in
foreign reserves. Yet another classification oflexwge rate regimes was proposed by Jay

Shambaugh. Below the details of these classifinaahemes will be set out:
Reinhart and Rogoff

Reinhart and Rogoff (2004) analysed 153 countraset on a monthly dataset spanning from
1946 to 2001. The innovative element of their applhois that the market-determined
parallef and dual or multipfeexchange rate markets were used as a criteriopxiciiange
rate regime classification, and that hitherto djarded data covering such a long period were
collected. These data are particularly importamtdeveloping countries, but also for some
developed countries because, as Reinhart and Rpguoifed out, the floating of the parallel
and dual exchange rates are used as “back doatirfgpexchange rates in many countries to
circumvent exchange controls. Often, these duapamallel exchange rates represent the
economically most meaningful exchange rates anealethe monetary policy in a more
reliable way than the official exchange rate.

The authors underline the elaborateness of theancogies concerning the history of
exchange arrangements and related factors. Théastdefactors involve exchange and
currency reforms (Reinhart and Rogoff 2004). Initold, Reinhart and Rogoff examine
many descriptive statistics to distinguish betwtdenexchange rate regime that was officially
announced (de jure) and that which was actuallgtped (de facto).

Initially, they categorise observations for cousdrivith an inflation rate of 40 per cent
per annum or more as “freely falling”. Reinhart aRdgoff argue that in those years the
relevant countries are exposed to macroeconomickshevhich should not be attributed to
changes in the exchange rate regime. About 12 & peof all observations were assigned to

These markets may or may not be legal.
These markets are typically legal.
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this class. In Africa and the Western Hemisphexel(eling Canada and the United States) 22
and 37 percent, respectively, were included in“thely falling” class. It is noteworthy that
in the 1990s, 41 per cent of the observations Ii@r transition economies indicated an
inflation rate higher than 40 percent.

In a next step, Reinhart and Rogoff (2004) difftiede between those countries with a
unified’ exchange rate and those with a parallel exchaatge In the case of unified exchange
rates, they check whether there was an officiabannement on the exchange rate regime in
their country chronologies. If this is the caseytlverify this announcement and empirically
analyse whether the data corroborate with theiafffolicy. If this turns out to be true, they
accept the de jure classification of the IMF. Otfise they choose a de facto classification of
the exchange rate regime, according to the existeha parallel exchange rate regime.

Regarding the countries and years that are natdled in the category “freely falling”,
their classification is based on the movements hef éxchange rate against an anchor
currency. As anchor currency they selected for eacbntry under consideration the
economically most relevant currency. Reinhart andgd¥ examined the systematic
deviations of parallel market rates from officiates by defining bands of monthly exchange
rate changes and estimated the probability thatatemlute monthly exchange rate change
stayed within these bounds over a rolling five-ypariod. In this way, a de facto pegged
exchange rate regime is identified as a time pedodng which the probability that the
monthly absolute exchange rate change is less Xhp@rcent per month is higher than 80
percent

In their “fine grid” classification, Reinhart andoBoff (2004) differentiate between
fourteen categories, ranging from “no separatel legaler” (labelled as category 1), over “de
facto crawling peg” (category 7) to “freely floagth (category 13), with the special case
“freely falling” being the 14th category. In thégoarse grid” classification, they group these
fourteen categories into five broader categoriesxahange rate regimes.

An interesting point is that according to the fimgé of Reinhart and Rogoff, in the
1990s the category “freely floating” comprised oalp percent of all observations, whereas
the IMF-reporting countries themselves classifiegirt exchange rate regime as free floating
in more than 30 percent of all cases. This dematestrithe great discrepancy between the de

facto and the de jure exchange rate regime claasdins (Reinhart and Rogoff 2004).

! A country has a unified exchange rate if it haly @ne official and relevant exchange rate and no

significant parallel exchange rate.
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Levy-Yeyati and Sturzenegger

Levy-Yeyati and Sturzenegger (2003, 2005) introduaeother approach to characterise the
de facto exchange rate regimes. They used macroetondata for 183 IMF-reporting
countries on their monthly exchange rates andnatenal reserves over the period of 1974-
2000. Their classification scheme is based on thaei@bles:

The changes in the nominal exchange r@@mputed as the average of the absolute
monthly percentage changes in the nominal exchaatge relative to the relevant anchor
currency over one yeaithe volatility of the changes in nominal exchanges(measured as
the standard deviation of the monthly percentagagés in the exchange rate over one year),
andthe volatility of a country’s international reses/écomputed as the one year average of
the absolute monthly change in dollar denominatéetmational reserves relative to the dollar
value of monetary base in the previous month).

These variables are widely cited in the standaxtbtmk literature on exchange rate
regimes. The extreme case of a fixed exchange regfiene is associated with very low
volatility in the nominal exchange rate and causkésnges in international reserves.
Conversely, the other extreme, the pure flexibme, is characterised by strong currency
fluctuations (high volatility) and relatively st@bleserves. The intermediate regime, close to
the fixed exchange rate case, is named “crawlingf pad implies moderate, pre-specified
steps in the nominal exchange rate, accompaniedrdguent interventions in foreign
exchange markets to achieve the preset exchargyéargets. The opposite intermediate case,
where exchange rates are allowed to float almosestictedly and interventions in the
foreign exchange market are used infrequently toatmthe exchange rate fluctuations, is
called “dirty float”.

For each of these exchange rate regimes, the neehsariables listed above have
values of different size. For example, the “fixedgime is characterised by “low, low, high”
values for the changes in the nominal exchange ttagevolatility of the changes in nominal
exchange rates and the volatility of a country'serinational reserves, respectively. The
observations for each country and each year wesigreed to one of these classes by using
cluster analysi&.

There were a number of observations that couldoratlassified. They were grouped
as “inconclusives”. This method categorises devatpgountries with small and shallow

8 If the de jure classification can be verified jfoa country has no separate legal tender Levy-¥eya
Sturzenegger (2005) classify the exchange rateneegjivithout using their clustering method.
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foreign exchange markets which use means otherpharases or sales of foreign currencies
to stabilise their exchange rate not as “interntediagimes”, but as “inconclusive”. These
countries frequently use administrative controlgl/an moral suasion to restrict currency
movements. Thus, they stabilise the exchange rdab®wt increasing the variability of their
currency reserves (Esaka 2005Mother disadvantage of this classification metisthat its

outcome largely depends on the clustering algoritised.
Shambaugh

Shambaugh (2004) analysed the different degredsert exchange rate regimes and their
effects on country’s monetary autonomy. He categsrihe countries into two groups, those
with pegged and those with non-pegged exchangeregtmes. The study contains data for
155 countries over the period 1973-2000. Shamb#R@04) distinguishes between pegged
and non-pegged regimes, depending on whether faéetal exchange rate of a country
remains within a +/ - 2 percértands against the base currency or not.

Moreover, a country is classified as conductingractly pegged regime if it has a
perfectly flat peg to the base currency for 11 @ui2 months within a year, and only one
“single change” observation. Furthermore, if exdemates stay within the +/ - 2 percent
band for a year or less, they are not classifiede@s, because they do not represent a policy-
driven stable peg, but are rather periods of antanded lack of volatility.

For historical reasons, Shambaugh (2004) consekeenchor currencies for a certain
country only major currencies (e.g., US$, DM, Euwo}kurrencies that are important within a

given region (e.g., India, Australia and South édii (Klein and Shambaugh 2006).

2.4 Indirect Pegged Exchange Rate Regimes

In addition to those classifications mentioned ayahere are indirect variants of pegged
exchange rate regimes arising from the fact thabuntry often has indirect exchange rate
relationships to third countries. The “sibling” agbnship describes the case where two
countries are pegged to the same base currencyefohe they have an indirect peg with
each other. The term “grandchild” relationship es@nts a peg between a base country and a
country pegged to a country that is pegged to #ee lxountry again. The range of indirect
pegs can be extended by the “aunt/uncle” relatipnsind the “cousin” relationship. An

“aunt/uncle” relationship means that there is afirett peg between the “grandchild” country

® Changes of the definition, from +/- 2 percent to}percent, have little effect on the number ln$@rvations
classified as pegs (Klein and Shambaugh 2006).
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and another country, whose currency is peggedettdise country. The “cousin” relationship

refers to a currency that is pegged to an “aunt@irmurrency (Klein and Shambaugh 2006).

2.5 De Facto vs. De Jure

The behaviour of many countries is inconsistenhwiteir official, de jure exchange rate
regime. As described above, Reinhart and Rogofb420Levy-Yeyati and Sturzenegger
(2005), Shambaugh (2004) and other authors hawadea empirical evidence that the de
jure exchange rate regimes very often do not mattththe de facto exchange rate regimes.
As Alesina and Wagner (2003, p.14) put it, “cowedrdo not always do what they say
they do”. In the following, empirical studies oretkextent of the deviation between de facto
and de jure exchange rate regimes are summarisate 8asons for the deviations between
the officially announced and the actually practisgdhange rate behaviour are described.
Reinhart and Rogoff (2004) compared their resdtsde facto exchange rate regimes
with the official IMF categorization for four peds. They found that the IMF classification is
not a realistic description of the exchange ratgnmes actually observed and “only a little
better than random” (Reinhart and Rogoff 2004, .pEbr example, during the period from
1974 to 1990, 60 percent of all regimes were ddfigiclassified as pegs, whereas Reinhart
and Rogoff (2004) estimated that de facto only halimany were pegs. It is also interesting
that in the most recent period (1991-2001), theglymed that almost 30 percent of the
exchange rate regimes were officially reported ¢o“foeely floating”, compared to only 8
percent identified by the natural classificatiorhey summarise their results in Figure 3

shown below.
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Figure 3: Comparison of Exchange Rate Arrangemactrding to the IMF Official and
Natural Classifications, 1950—-2001, Source: Reinlzayd Rogoff (2004).

In a recent study, Esaka (2007) explored the freguef mismatches between the
IMF and the de facto classifications. He identif@gnificant rates of mismatches between the
two classification systems, ranging from 36 to &8cpnt for all countries. Looking only at
emerging countries, Esaka (2007) found even higitess of mismatches between 57 and 66
percent. Hence, the mismatches between de jurearfdcto classifications are higher for
emerging countries than for developed and devetppountries. Esaka also reports a high
rate of coincidence for fixed exchange rate regindggarently, the countries announcing a
fixed regime abide by the rules of this regime,oitler to raise the credibility of their
monetary and exchange rate policies.

There are various reasons for the deviation betwhende facto and the de jure
exchange rate regime classifications. One simpésa®, given by Reinhart and Rogoff
(2004), is that the IMF’s classification rules haleanged over time and in some cases have
been open to ambiguity. For example, before 19%fettwas a category “pegged to an
undisclosed basket of currencies”, which turnedtowtontain many freely floating, managed
floating and freely falling observations. The “ntsansparent” name of that class certainly
contributed to misclassifications.

Calvo and Reinhart (2002) suggest that many caswwhich announce a floating
regime, actually do not let the nominal exchande flaat freely because of “fear of floating”,
whereas Levy-Yeyati, Sturzenegger and Reggio (26683ribe “fear of pegging”. The notion
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of “fear of floating” refers to countries which ammce a floating exchange rate regime, but
actually “soft peg” their exchange rate. The reafwrthis behaviour could be that countries
regard stable exchange rates as a signal of cligdidnnd discipline. Therefore, they fear to
lose credibility by letting their exchange rate afiofreely and covertly “manage” their
exchange rate. Calvo and Reinhart (2002) suggest@tonomic rationale for this behaviour.
Higher exchange rate volatility implies an increhdereign exchange risk for traders and
investors and increases the costs of borrowingutitr@ risk premium.

This leaves open the question of why countries aloamnounce a pegged exchange
rate regime in the first place, but rather pretem#teep up a free float. Alesina and Wagner
(2003) suggested that countries behave this waguse they prefer to uphold some room to
manoeuvre. By officially announcing a free floatiegchange rate regime, but adhering to a
pegged regime in reality, they will lose little diility if, in case of economic turbulences,
they are unable to peg anymore and the exchangehest to be adjusted. One could also
describe this behaviour as “fear of pegging”. Lédgyati, Sturzenegger and Reggio (2003)
used this term to refer to a similar form of beloaviwhere countries aim at a pegged, but
announce another (i.e., floating regime, manageayltng peg) exchange rate regime.

Alesina and Wagner (2003) clarified this term bynpiag out that “fear of pegging”
and “fear of floating” only coincide if countrieq@ounce a floating exchange rate regime and
in reality pursue a fixed one. They suggested déemating the behaviour described by Levy-
Yeyati, and Reggio (2003) as “fear ahnouncinga peg”. Alesina and Wagner (2003)
proposed the hypothesis that the differences betvdee facto and de jure exchange rate
classifications are caused by differences in thditutional quality and the ability to
successfully maintain pegging.

To empirically test their hypothesis, they usedtiingBonal quality indices as
explanatory variables. They found that “fear of ggag” tends to be negatively correlated
with institutional quality. This implies that poorstitutional quality results in poor economic
management, which in turn does not allow for maryetability and exchange rate pegs.
Naturally, this applies mainly to developing couggr In contrast, large (developed) countries
with well managed institutions were found to exhitbear of floating”. In other words, they
were dampening exchange rate movements withoutusieimgg it officially in order to signal
stability.
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2.6 Exchange Rate Regimes in Developing Countries

In many cases, a developing country’s economic @oldical development is erratic and
unstable, and it is often associated with balarfcpagments and currency crises. In these
situations, it is important to choose an appropriexchange rate policy and to adopt the
suitable exchange rate regime.

Countries are confronted with a trade-off betwesttependence of monetary policy
and the establishment of credibility by fixing theurrency to a major anchor currency. The
former option implies that a country has to comenith a credible and sustainable economic
strategy using a wide choice of instruments of ecain policy (ranging from labour reforms
to structural, fiscal and monetary policies), irder to convince its international trading
partners and to stabilise its foreign exchangeasdn. Political circumstances in developing
countries are rarely conducive to the implementatib such a far-reaching policy package.
Therefore, some countries prefer the latter optwmch implies the loss of any instruments
to correct current account imbalances by settirg eélkchange rate or through monetary
policy. By pegging their exchange rate to an anahwrency, they hope to regain some
credibility with foreign lenders and to obtain bitdag space, allowing them to establish a
coherent policy to address their most pressing @oon problems (Diehl and Schweickert
1997).

Sustainability of an exchange rate regime is anomamt point to be regarded in a
world with increasingly integrated capital markeasid international capital mobility.
Eichengreen (1994), Obstfeld and Rogoff (1995) el as Eichengreen and Fischer (2001)
are supporters of the “bipolar view” or the “hollimg-out” hypothesis. This states that the
only sustainable way to implement an exchangeregjgne is to choose the extreme cases of
a regime, either a hard peg or a freely floatingjme. According to this view, intermediate
exchange rate regimes will disappear because tieayrnsustainable.

Empirical results reported by Eichengreen and Es¢R2001) support the “bipolar
view” with reference to the IMF de jure classificat. Eichengreen and Fischer found out that
the number of intermediate regimes decreased dtinmdast decade, whereas an increasing
number of countries with one of the two extremehaxge rate regimes were observed.

Bubula and Otker-Robe (2002) extended this thramghnalysis on de facto exchange
rate regimes on a monthly data base that covelsiBlimembers since 1990.

17



Moneme rging Marke t Deve loping Couniries Developed Countries

o0 80

i 1 1990 FlL 19
50 1 3001 50 AL
504 50 7

40 4 4

30 - 3

20 204

10 1 107

0 - 0 i
Hard pegs Iniermediate  Floating Hard pegs Intermediate  Floating

Figure 4: Trend toward Polarization of Exchange &#&egimes across Country Groups in
1990 and 2001 (in percent of membership in eachugyoSource: Bubula and Otker-Robe
(2002).

It seems obvious that the results are due to tipoldr behaviour” of the developed
countries depicted in figure 4. This is caused hmy substitution of the exchange rate bands
with a monetary union (e.g. the EMU). At the sameet developing countries seem to switch
from intermediate regimes to floating regimes, roraifew cases to hard pegs. The growing
international integration of financial markets seeta have motivated countries to choose

between exchange rate stability and monetary intigpece.

2.7 Limitations of the De Facto Classification

The de facto classifications are often criticisdeeicause they are only orientated towards past
exchange rate regimes. There is usually a condiltetame lag between the time when the
analysis is conducted and the time when the nedatst were collected. Thus, they can
neither help to gauge the present exchange ratmeegor to make predictions on future
regimes. De facto measures have intrinsic probheitis capturing the signalling function of
announced regime choices that lies at the coreughnof modern thinking about the effect of
regimes. Also, the different classes of exchange ragimes have to be based on a
subjectively chosen concept (Esaka 2007).

In addition, there are practical and conceptuablenms with the data acquisition. The
conceptual problem is that some observed statébeoExchange rate are compatible with
different economic conditions and policies. Thulse tobservation of a stable nominal

exchange rate does not really provide informatiooud the policy of the respective country.
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Different countries exist under different condisoand are subject to different shocks. Also,
they have different structures and sizes. Therefoleserving relatively stable nominal
exchange rates for two countries does not necéssagian that they have identical exchange
rate regimes. The observation is also compatiblth wne country practising a policy
combating shocks and the other country accidengxiberiencing no shocks, which both lead
to similar nominal exchange rates. Stable exchaaggs could also be due to extensive trade
diversification of a country’s export. More tradeafsification may lead to increased stability
and reduced exchange rate variability due to tfeetiing positions of traded export goods.
As these examples show, misclassifications are tfoaagioid (Esaka 2007).

Identifying de facto exchange rates regimes depemsthe detection of those
“natural” or “underlying” foreign exchange and irgst rates that would have prevailed
without central bank or government interventionviobsly, this is severely obstructed by the
fact that central banks and governments often shtbeir interventions in great secrecy. In
order to reveal those interventions, reliable aedald be needed on economic variables such
as foreign currency reserves. Particularly in thsecof developing countries, these data are
very often either not available or erroneous. kEsthcases, the task of uncovering the de facto
exchange rate regime is rendered very difficulte Hfioresaid applies also to interest rates.
They are often set administratively and are noemeihed as free market clearing rates
(Calvo and Reinhart 2002).

The change of gross foreign exchange reserves athemvariable which is used
extensively as a proxy for exchange rate interomstito classify de facto exchange rate
regimes. The pictures conveyed by official statstoften diverge from one another and
therefore are also only significant to a limitedezX. The use of forward markets, swaps, non
deliverable forwards, and a variety of other offdnee sheet instruments by central banks has
become more commonplace, and therefore the datat @ooss reserves is becoming less
informative. In addition, it is important to keep mind that, particularly in developing
countries, the central bank reserves are stromflyenced by other factors, such as foreign
debts or payments for bulky trade transactions dikemports or aircraft. Even if countries
are known to have intervened in the currency ortabmarkets, the problem of determining
why the intervention was executed remains unsolfRhsons for an intervention could be
the intention to stick to an exchange rate taryedther policy objectives, such as pursuing an
inflation target (Ghosh, Gulde and Wolf 2002).
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Much research work needs to be done to improve dkehange rate regime
classification schemes. For the time being, onetbasheck whether the de jure or the de
facto classification leads to a more realistic viefvthe actual exchange rate regime of a
country. The empirical evidence from economic stadabout this question is diverse.
Generally, this question leads to the problem diindegy a metric for the power of a
classification scheme. In other words, it has tabsessed which classification scheme leads

to the more realistic results.

3 Theoretical and Empirical Literature on FDI and
Exchange Rates

Basically, a firm’s FDI decision is influenced byogenous macroeconomic factors, one of
which is the exchange rate. It constitutes only asgect of the location decision of a MNE.
There are many other factors like open marketsiladoiity of skilled labour, or developed
knowledge base, which have an impact on FDI ang @leole in a MNE’s decision to locate
a subsidiary in a foreign country.
Below, three plausible links between exchange ratelsFDI will be described, which are:

1) FDI and the (current, expected) real bilatexahange rate

2) FDI and exchange rate volatility

3) FDI and exchange rate regimes
Exchange rate effects on FDI are mainly analysed mispect to changes in the bilateral level
of the exchange rate between countries and theilitglaf exchange rates. The basic findings
are ambiguous, with the impact of exchange ratesddo be heterogeneous across countries

and types of investment, and varying over time.

3.1 FDIl and (Current, Expected) Real Bilateral Exchange Rates

The exchange rate is rarely used as an explanahoigble in theoretical macroeconomic FDI
models. The knowledge-capital model by Markuse®220for example, does not include the
exchange rate as an explanatory variable of FDtoimtrast, the real exchange rate plays a
direct role in Dunnings’'s OLI framework of the maoltional firm (Dunning 2001).
According to the OLI paradigm, MNEs prefer to efisdb production facilities in foreign
countries with lower costs of production. Severalpeical studies have found measures of
relative unit costs in competing locations (oneicatbr of the real exchange rate) to be an
important determinant of FDI.
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Cushman (1985) developed two periods, two couniniedels of FDI which included
the absolute level of the exchange rate, the egdechange in the exchange rate and the
volatility of the exchange rate as explanatory atales. In his models he assumes that risk-
adjusted, expected real foreign currency apprecidtowers capital costs for the investor and
therefore stimulates direct investment. If costanpiuts are also affected, this is shown to
partly offset the effect on FDI. Also, if the rewss arise outside the country in which FDI is
located, or if the FDI utilises imported inputs, vements in bilateral exchange rates can
affect profits and “expected” income streams to reeeived by investors in different
locations.

In the same study, Cushman (1985) established rafisant, negative relationship
between US investments in foreign countries andeases in the real value of foreign
exchange, as well as a “very strong, highly sigaiiit” negative relationship between the
expected appreciation of real foreign currency @&dnvestments abroad.

Based on their capital market imperfections modelimed above, Froot and Stein
(1991) analysed the US effective exchange rate=@idnflows into the USA, expressed as a
percentage of GNP over the period of 1973 to 198&y found a significant negative
relationship between the two variables (i.e. FDdr@ases with a fall in the value of the
dollar). The authors confirmed that this relatiapdbetween foreign investment and exchange
rates holds for the US manufacturing sector, buwsdoot hold for the non-manufacturing
sector. Froot and Stein found a similar relatiopghr flows into West Germany, but not into
the UK, Canada or Japah.

Klein and Rosengreen (1994) examined inward FDh&USA from seven industrial
countries over the period from 1979 to 1991. Inndaihis, they disaggregated US FDI by
country source and type of FDI. They confirm thaeachange rate depreciation increases the
attractiveness of investments into the USA andréiative wealth of foreign investors vs.
national investors (Bloningen 2005).

The expected real exchange rate influences bothvéhene of investments into a
country as well as the timing of the investmenthisTis particularly true for portfolio
investments, which are more short term orientatetitherefore more speculative in nature. If
an appreciation is expected for a foreign countgisrency, it will be attractive for an

investor based in the country with the depreciatingency to invest in the foreign country.

10 However, Stevens (1998) identifies the numberbfervations used in the study as quite fragile to

specification.
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This is because he can expect to gain from theeaggiion if he sells the assets and converts
the proceeds back to the home currency.

There are studies which question the relationshkipbdéished by Cushman (1985) and
Froot and Stein (1991), such as those of Dewed95) and Stevens (1998). Nevertheless,
the overwhelming number of studies confirms thestexice of the negative correlation
between the level of the dollar exchange rate Aedlow of FDI into the US. For example,
Caves (1989) and Kogut and Chang (1996), as weth@st of the empirical studies of the
relationship between FDI and the expected (reathamge rate, confounded this relationship.
However, these findings have been all derived &tain groups of countries, industries and
periods of observation. Therefore, they have taadsessed with the specific conditions of

these cases in mind.

3.2 FDI and Exchange Rate Volatility

In addition to the levels of exchange rates, thaifatility can have influence on FDI
decisions, because volatility is associated wgk.rIn this context, it is important to note that
volatility, and the risk associated with it, conste an important aspect of the cost and
benefits of the different types of exchange ratgmes (e.g., pegged or floating). Thus, there
Is a close link between exchange rate volatilitgt Hre exchange rate regimes.

Aizenman and Marion (2001) show that exchangeuntertainty has effects acting in
opposing directions for different types of FDI. FBdtivities of MNEs engaged in vertical
FDI are inhibited rather than encouraged by indrepgxchange rate volatility. This is a
consequence of their business model. In contratisgphorizontal FDI, which is prevalent in
industrialised countries, might be encouraged lsharge rate uncertainty, because it creates

opportunities to shift production to the countryiwihe most advantageous exchange rate.
Negative Correlation between Exchange Rate Vadjatind FDI

Exchange rate volatility is often regarded as anfaf risk. Foreign direct investors are
assumed to be risk averse. Under these circumstaitds possible for an investor to take
advantage of the risk resulting from exchange valatility. Provided the same investment
opportunity is also available in the future, he gaim from postponing the investment and by
waiting for new information to arrive. There is @de-off between the forgone expected
stream of profits and the chance to make a higtdit jin the future by holding back with the

investment. Naturally, the value of the optionikely to be greater, the greater the degree of
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uncertainty is. This line of reasoning should leéada negative influence of exchange rate
volatility on FDI (Dixit and Pindyck 1994).

In the case of vertical FDI, MNEs have to basertbetisions on a short-term aspect
(i.e. the realisation of the investment) and a lwton aspect (i.e. the intra firm trade of
preliminary products). The short-term aspect camedine cost of acquisition. High exchange
rate volatility may delay the investment decisidrecause there is a chance that the
investment can be made at a more favourable exehrag with lower costs at a later point in
time. More importantly, during the life span of til¥estment, the firm needs intra-company
trade of preliminary products, which are neededhm production process. Their delivery
times cannot be postponed for speculative reastigh.exchange rate volatility can therefore
strongly affect total production costs over a Igegiod of time. High exchange rate volatility
poses a great risk to a MNE and should have ainegafluence on FDI decisions.

Usually capital investments are associated withga proportion of sunk costs and
therefore call for long-run considerations. Highcleaxnge rate volatility makes it more
difficult to assess the profits expected to arieenfa FDI project and therefore impede FDI.
Postponing an investment in the short run is nativedent to cancelling the investment
completely. In many cases, the FDI will be carmed at a later stage. Therefore, the negative
influence of volatility on FDI is likely to be gresx in the short run than in the long run.

Lafrance and Tessier (2001) examined the influeidbe exchange rate volatility on
FDI in Canada since 1970. They only found limitéfigé&s. These results are consistent with
studies by Campa and Goldberg (1999) for Canadawley and Lee (2002) for bilateral
flows in a panel of OECD countries and G6rg and @ak(2002) for the level of inward and
outward FDI in the US from 12 OECD countries oV period from 1983 to 1995.

Crowley and Lee (2002) observed 18 OECD countregs/éen 1980 and 1998. Data
after 1998 are excluded because of the introduaifothe Euro. They model the stochastic
process of the exchange rate volatility over tinseng a GARCH? model. Regarding the
adverse effect of exchange rate volatility on Fibke empirical evidence from this study
offers only weak support. It is therefore difficuldb draw a general conclusion. The
inconclusive results may be due to the great diffees in the magnitudes of exchange rate
fluctuations for the different countries and acro#$erent time periods. Panel regressions

confirmed this. For periods with excessively vaéatxchange rate movements, Crowley and

1 An interesting aspect is that Gorg and WakelD0@) find a significant effect of the level of thellar

real exchange rate on both inward and outward tnvest.
Generalised Autoregressive Conditional Heterossgity
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Lee (2002) found a stronger volatility-investmeslationship than for periods with moderate
movements in the exchange rate (Crowley and Le&)200

Amuedo-Dorantes and Pozo (2001) point out thatfitndings also depend on the
choice of the indicator for exchange rate uncetyairlence, one cannot rule out that the
“weak” negative relationships obtained were dueh®e choice of indicator rather than a
reflection of the actual strength of the relatidpsin most of the studies, exchange rate
volatility was measured by the rolling standardidgen of past changes in the exchange rate.
Amuedo-Dorantes and Pozo (2001) state that invhg not all available information could
be taken into account when expectations of futatatility were modelled. In their approach,
they accounted for nonstationarity and cointegratémd used a GARCH model for the
conditional measurement of exchange rate volatilityey analysed FDI into the US for the
period from 1976 to 1998 and found a significangat&e short and long-run impact on
inflows of FDI into the US as a share of GDP ouais tperiod, whereas they found no
significant impact from an unconditional measure vaflatility (i.e. the rolling standard
deviation)on FDI.

Most studies of exchange rate volatility and FDg¢ aased on data from developed
countries. Unfortunately, there are only a few pam®ncerning emerging markets and very
few covering developing countries. One conductedHoypert and Pain (1999) obtained a
negative relationship between nominal bilaterabhaxge rate volatility and FDI coming from
Germany. Bénassy-Quéré et al. (2001) comment tiatresult is plausible, because most of
the FDI into developing countries is vertical FDinad at extracting or processing natural
resources and raw materials. As pointed out altbeetransfer pricing of these goods is very
sensitive to exchange rate fluctuations. Therefilwey argue that for developing countries the
negative relationship between currency volatilitgl &DI should be stronger than in the case
of developed countries. Reinhart and Rogoff (2008 that exchange rate volatility is often
only an indication of deeper institutional and pglproblems and therefore only indirectly
causes the negative effects on FDI.

Udomkerdmongkolm, Gorg and Morrissey (2006) exanthme impact of exchange
rates on US FDI inflows on a sample of 16 emergnagket countries using panel data for the
period from 1990 to 2002. They find evidence ofemative relationship of exchange rate

volatility and FDI inflows.
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Positive Correlation between Exchange Rate Votatdnd FDI

Intuitively, one would assume that investors fawath higher exchange rate volatility, i.e.
higher risk, are more likely to defer or cancelithevestments. However, there are various
situations where higher exchange rate volatilityead to higher FDI.

Goldberg and Kolstad (1995) developed a model whicsbws that risk-adverse
firms locate a greater share of their total capa@toduction facilities) outside their home
country due to greater short-run exchange xatlatility. One crucial assumption of their
model is that utility is negatively related to tkariability of profits. Another is that an
adjustment of factors of production cannot be gasidertaken after the realisation of any
shock to exchange rates. Therefore, the MNEs wiltd cushion themselves through timely
diversification rather than wait for an exchange rshock and react with a lag. These facts
show that the mere expectation of exchange rateememts can positively influence the
decisions of a firm to diversify (Goldberg and Kals 1995).

The study by Goldberg and Kolstad (1995) had a idensble impact on the
discussion of the influence of exchange rate MdlatiThey examined two-way bilateral FDI
flows between the US, Canada, Japan and the UKitegtlom over the period from 1978 to
1991. They focused on short-téfirexchange rate volatility. Their results establisttieat
higher exchange rate volatility had a significaasiive effect on the ratio of outward FDI to
source country fixed investment in four of six s€heir results did not allow a clear-cut
conclusion on the effect of volatility on the ahsel level of FDI, because changes in the
dependent variable could have been caused by maieme domestic fixed capital
investment as well as by outward FDI (Goldberg Kntstad 1995).

Sung and Lapan (2000) pointed out that by investingnother country, MNEs can
increase their flexibility to adjust to exchangderanovements. In other words, through
engaging in FDI, they buy an option to shift produt in response to exchange rate
fluctuations and to overcome informational impetifets and home bias in the foreign
countries. They showed that the value of this aopti® positively correlated with the
variability of the exchange rate. By being ablestatch production to the location with the
most beneficial exchange rate and by exploitingrésellting differences in production costs,

MNEs can achieve strategic advantages over sirghg firms. Therefore, higher exchange

13 If the investor is risk neutral, the model does predict any statistical relationship betweenhexge

rate volatility and the allocation of productiortifgies between domestic and foreign markets.
Short-term means: from quarter to quarter ovahéiigher frequencies, for example weekly or
monthly data.
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rate volatility provides an incentive for MNEs tagage in FDI. It is interesting to note that
this may not always be true. Aizenman (1992) dertnatexd in a theoretical model that in the
presence of particular types of real and nominakks, FDI may be stimulated more by a
fixed exchange rate regime than by a floating raggme.

Another group of models concerning exchange ratatiity and FDI show how
MNESs try to reduce the risk of business failureotlyh portfolio diversificatior” These
MNEs attempt to generate income flows, which are ameven negatively correlated with
their domestically generated revenues. Host castshich actively seek inward FDI should
choose an exchange rate regime which differs fiomsd of other potential host countries to
address firms with a strong requisition for divBcsition (Bénassy-Quére et al. 2001).

In general, real exchange rate volatility tendsrésult in decreasing trade and
increasing horizontal FDI. Thereby large comparaes able to compensate short-run real
exchange rate movements at calculable costs. Forthe, a risk associated with an activity
does not always lead to a reduction of this agtivitecause, particularly in the case of
variable exchange rates, it is possible to gaigelarofits by transferring production between
flexible production facilities. As a general rukd] investment projects carry an element of
risk. An investor has to calculate this risk and les to anticipate whether and how
uncertainties can be resolved. If there is no chdoaesolve the uncertainty by waiting for
more information, it makes no sense to postponeastment.

Most of the empirical studies established a positelationship between exchange rate
volatility and FDI. Commonly cited examples are thepers published by Cushman (1985,
1988) and Stokman and Vlaar (1996). They examinecthange rate volatility and the
bidirectional volume of FDI between USA and the IMgtands on an annual basis. Those two
countries are primary sources and destinations lobaf) FDI flows. Dewenter (1995)
supported Cushman’s (1985) model in an empiriaadystwith transaction-specific quarterly
data on foreign acquisitions of US targets from3.8¥ 1989, and examined the relationship
between FDI flows and prices of cross-border adtioins. She finds out that this relationship
exists for absolute FDI flows and exchange ratengha with lags of three to four quarters
(Dewenter 1995).

15 MNEs which attempt to diversify the risk in thigy are mainly firms which have to bear a high,risk

like firms in the oil industry (Pain and van Wels@®03).
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De Ménil (1999) examined a sample of OECD countinethe period from 1982 to 1994 by
estimating a gravity model for bilateral FDI flovmsd also established a significant positive
effect of bilateral real exchange rate volatility 6DI.*°

Cushman (2001) analysed the bilateral direct iaest flows from the US to the
United Kingdom, France, Germany, Canada and Japatiné years 1963 through 1978. He
found significant increases in US direct investmasgociated with increases in risk arising
from exchange rate volatility.

Pain (2003) reports in his study that, the effexftexchange rate volatility on FDI
changed during the period from 1981 to 1999. Wilieshigh real exchange rate volatility had
a significant positive influence on inward investindrom Germany into other European
countries during the early and late 1990s, greaxehange rate volatility discouraged FDI
during the remaining periods. This could be a paesreason for the divergent results
reported in various studies concerning the effé@xchange rate volatility on FDI. It seems
as if the factors influencing FDI changed over tiamel therefore the stability of exchange rate
had a varying effect on the pattern and level of ROEurope as well.

Barrel et al. (2003) suggested measuring exchaatgeuncertainty by the covariances
between the exchange rates of the host locatiompeting for FDI, as well as the variances
of the exchange rates of those locations with tiraéncountry of the investor. They analysed
the determinants of FDI from the US in the Unitethddlom and the Euro area during the
period from 1982 to 1998 and also used a GARCH Infodehe conditional estimates of the
real exchange rate volatility and the correlatiérbivariate US Dollar exchange rates from
the two competing host locations.

A significant negative relationship between an@ase in the volatility of the Sterling-
Dollar real exchange rates and the level of FDth United Kingdom relative to that in the
Euro area was established, whereas greater viyladilithe Euro-Dollar exchange rate was
found to raise the United Kingdom share. Furtheemdhe authors found that greater
Sterling-Dollar volatility had a significant posigé impact on the absolute level of FDI in the
United Kingdom, whilst greater Euro-Dollar volatlihad a significant negative impact on
the absolute levels of US FDI in both the Unitedhgddom and the Euro area. Hence, one
could argue that if the United Kingdom were to etkee EMU, this would raise the relative
share of US FDI directed into the United Kingdomyt bheduce the absolute amount,

16 This implies that since a currency union lowés éxchange rate volatility between the member

states, the EMU reduces the general level of doosder FDI within these countries.
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especially in times when the exchange rate vakatif the Euro-Dollar real exchange rate is
high (Pain and Van Welsum 2003).

3.3 FDI and Exchange Rate Regimes

Exchange rate volatility causes uncertainty andefloee influences an investor’s decision to
invest in a foreign country. Evidently, exchangéergolatility is related to the prevalent
exchange rate regime. This link has to be kept imdmvhen assessing the results outlined
below. Prima facie, most of the empirical studies derived from data on volatility, but,
because different exchange rate regimes imply réfffielevels of exchange rate volatility,
they provide insights into the connection betwédentype of exchange rate regime and FDI.

Similar to the link between the volatility of excige rates and FDI, it also seems to be
quite difficult to identify such a relationship fexchange rate regimes and the pattern of FDI.
The impact of the decision to establish a certachange rate regime (e.g., a fixed exchange
rate regime) is different for host countries offeliént sizes and also depends on the location
of the investor. In the EMU, for instance, smallsheconomies that attract investment to
produce goods and services for distribution in dewisupranational market gain by adopting
a common currency with the countries in the lamgerket. However, FDI into industries of
larger host countries that are primarily targetederving the host market can experience two
opposing effects. Exchange rate volatility providesincentive for inward FDI to serve the
host market. At the same time, it decreases thenine for FDI targeted to serve the markets
outside the host country.

There is also an indirect way in which the choidetlte exchange rate regime
influences the level and the local distributionF@I. A participant in a fixed exchange rate
regime can no longer pursue an independent monptdicy, which leads to increases in the
volatility of the output in this country, becaudgaages in its internal cost structure directly
affect the competitive position of the country. Sneans that in a particular country with a
fixed exchange rate regime, price volatility desess while macroeconomic volatility
increases.

So far, studies dealing with exchange rate regihadly ever focused on FDI, but
rather investigated the development of internatianade under different exchange rate
regimes. Examples are Rose (2000), Frankel and @) Bun and Klaasen (2002) and
Barrel et al. (2003).
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Similarly, there are only few studies focusing ba tmost important and interesting currency
union, the “European Monetary Union”. One studytbe effects of the EMU on FDI has
been published by Schiavo (2005). He analysed rtip@aét of the EMU on FDI flows and
showed how exchange rate uncertainty hinders FiWdl To this effect, he used data for a
sample of 25 OECD countries covering the periothfd®80 to 2001 in conjunction with the
gravity model. In his analysis, he shows that fixthe bilateral exchange rates by setting up
the currency union has encouraged FDI. He concltiggtdadopting the same currency seems
to bring about more than only elimination of theleange rate volatility.

A recent study on that subject was published byoRk&ts (2006), analysing the effects
of the EMU on FDI flows. The study is based on patata of unilateral FDI flows between
18 developed countries between 1992 and 2001 oWshhat instituting the EMU caused an
increase of FDI in various directions. Inward FDborh within the Euro area rose by 16
percent, FDI from member countries to non-membemntites rose by 11 percent, whereas
inward FDI from non-member countries to member ¢oes rose by only 8 percent.

This exposition has shown that there are, as yegmpirical findings on the effect of
exchange rate regimes on FDI. The results obtaioethe relationship between exchange
rate volatility and FDI can serve as an indicatmecause different exchange rate regimes
imply different degrees of currency volatility.

3.4 Summery of the Literature on FDI and Exchange Rate
Variables

In the previous sections, three main links betw&®&1 and exchange rates have been
outlined: The absolute level of the exchange iitge/olatility and the exchange rate regime.
First of all, a general problem in the literatunerv&@yed is its country bias. Most of the
empirical studies focused solely on US FDI datahboward and outward. This could be
attributed to the availability of the data, thethidS data flow or simply to the US origin of
the researchers.

As to the influence of theurrent level of the exchange ratiere is evidence that
depreciation in a host country attracts FDI andewviersa, i.e. that there is a negative
relationship between FDI and the value of the hemsintries’ currency. This relationship
seems to be stronger for investments in high R&M@ &igh tech sectors, because the
knowledge-based firm-specific assets acquired i Way can be easily transferred to and

used in other countries. Conversely, FDI in the ofacturing industry is primarily aimed at
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producing and selling goods in the host country mntherefore less sensitive to exchange
rate levels (Bloningen 1997).

The effect of thexpected level of the exchange rateFDI is similar. The timing and
volume of FDI is negatively affected by an increaséhe expected host countries’ exchange
rate. However, the influence of exchange rate espeas tends to be stronger for short-term
portfolio investments.

The exchange rate volatilitgan have opposite effects on FDI flows. Theretrigng
evidence that firms try to mitigate exchange ras& by establishing production plants in
those foreign countries they want to supply witkithgoods. That means exchange rate
volatility spurns horizontal FDI. In contrast, te#fects of exchange rate volatility on vertical
FDI are found to be negative. This is plausiblesaduse by making a vertical FDI, firms enter
into a dependency with their foreign subsidiaryhwiespect to the supply of preliminary
products. Thus, they are sensitive to exchangdlatiations.

In assessing these findings, it has to be bormaind that almost all of these studies
are based on data from developed countries and th®atresults reflect their specific
circumstances. Among one another, developed casntmainly engage in horizontal
investment or occasionally try to acquire know-hbw taking over a foreign high R&D
company with firm-specific assets. This, of courisemost likely not the prime motive for
FDI in developing countries.

Regarding the influence of the choice efchange rate regimesixed regimes are
assumed to signal credibility and to reduce uncestaThis is supposed to have positive
effects on FDI. The few studies on this subjecestigate the impact of the introduction of
the EMU. They report an overall increase in FDigaponse to the reduction of currency risk.
Within the FDI flows, the share of horizontal FDdaitleased, because the motivation to use it
as a cushion against currency risk lost its meawitign the EMU.

In the following chapter, an empirical study of th#luence of the exchange rate
regime on FDI flows for a large country sample,luding many developing countries, is

presented.
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4 Empirical Analysis: Exchange Rate Regimes and FDI

4.1 Methodology, Control Variables and Sample

For the estimation of the FDI determinants a gyawjpe model is used. This approach is
motivated by the analysis of Carr et al. (2001)described in chapter 2.1. This approach has
been applied by many authors for analysing bilhfeld.

The basic specification of the applied gravity daduafor FDI in absolute values in a
logarithmic form is:

In(FDI,) = a, + X, + @, +a,ER, + A +¢, 3)

and for the FDI variable in shares of the respeatiountry sample:

FDI,,
FDI,

=a, + )X, + X, +aER, +& (4)

The left hand sides of these equations represerdrtitount and the share of FDI, respectively,
that a host country i receives from a source cqunat time t. The variable “FDI shares”
measures the share of FDI attracted by a speoifst bountry of total FDI flows from a
source country. Therefore, this variable captuhes dttractiveness of a particular country
relative to other countries within its particularogp. It should be noted that the share of a
country’'s FDI changes when different country sampbee used, i.e., “all countries”,
developed countries and developing countries, tsecaudifferent total is obtained for each
group. The right side of the equation containsfttiewing terms:

X includes a set of host country control variablesl(ding the real exchange rate

it
and the exchange rate volatilityy; represents the difference between source and host
country characteristics witly and ¢ as vectors of coefficients. The explanatory vdeab
regarding the exchange rate regimes is embodi&fRjnand represents a dummy variable,

taking the value one for a fixed exchange ratemegand the value zero for all other

exchange rate regimed, denotes year dummies (in the case of absolutevkDes) ande;,

is the error term.
A wide range of control variables is applied. Thotcol variables for host country

characteristicsx ;, are:
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» Total real host country’'s GDRGDP), taken from the World Bank (2006), for the
expected positive relationship between market siaé FDI and therefore market
seeking (horizontal) FDI.

* Real GDP growth rate, taken from the World BankO@0Q for market growth and
potential, concerning also (horizontal) market ssgkFDI (Growth); a positive
relationship is also expected here.

e Trade liberalization@penesk taken from the World Bank (2006), is presentgdhe
sum of exports and imports in percent of GDP. Themo clear expectation as to the
influence of this variable. Greater openness tdetrean attract vertical FDI, leading to
the relocation of particular segments of the vabtilmin and to offshoring of
intermediate production. However, greater openrtesgrade encourages trade in
finished goods and therefore may discourage hot@@®DI, since it may be easier to
trade with the potential host country than to invhsre.

* Quality of political institutions may also have enfluence on investor’s decision and
is represented by the variable political constsea{RblCon out of Henisz's homepage
(political constraints$ll ). This variable is a proxy for institutional despment of the
host countries. Poor institutions may discouragd B raising uncertainty (e.qg.
interference by the government in the affairs ef ¢entral bank). The variable focuses
on the political discretion of the executive brantless discretion is supposed to
render credible commitments to (foreign) investorgre likely. The variable takes
values between zero and one, a zero refers tolearguality of political institutions.

» Capital account opennes€gpOpei controls for unilateral regulatory changes that
may have an impact on FDI flows. The variable imsueed by the Chinn-Ito index on
financial opennes¥. This index measures a country’s capital accourhopss and is
based on several dummy variables, including thegmee of multiple exchange rates,
restrictions on capital account transactions amglirements to surrender export
proceeds. Unilateral liberalization in these respean reasonably be expected to help
attract higher FDI inflows. Higher index values icate greater openness to cross-
border capital transactions (with a mean of zero).

* The relationship between FDI and the real exchamge level RealExchRabeis
expected to be positive, since depreciation irhtb& country encourages FDI flows.

7 See Chinn-Ito (2005)
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» Regarding the exchange rate volatilio(atilityER), there is no clear-cut answer for
its influence on FDI. It could be positive, in padlar with regard to horizontal FDI
and it could be negative with regard to verticall.lFD is calculated by taking the
standard deviation from the real exchange ratderasis of monthly averages.

The control variable for the differences in souarel host country characteristi¥§ is the

difference in GDP per capita between the sourcetlamdhost country, as an indicator for the
possibilities for vertical FD{DiffGDP).

A dummy is included to count for Regional Trade @égmentsRTA), which includes
either customs union or free trade agreements.ififheence is similar to the influence of
OpenessThe dummy takes the value one if a RTA betweenhibst and the source country
exists.

ER; (FixRegimeand IndFixRegimg is the variable whose influence this study quessti

The classification of Reinhart and Rogoff (2004used. One reason for this choice is that it
is available for a long time period and for a laggeintry sample which they investigated.
Moreover, their system of classification seems &pict the real exchange rate regime
realistically’® The influence of a fixed exchange rate regime @i B expected to be
positive™®

To motivate this, one has to consider some hisibaspects: At the end of the 1980s,
practising economists began to recommend fixing ékehange rate to a stable anchor
currency in order to increase the credibility ofstbilisation program. In countries (in
particular in developing countries) with low stadaltion policy reputation, the government
tried to increase their credibility by giving awtneir monetary policy autonomy. Through the
automatic adaptation of the domestic liquidity twarges of the net reserve position, the
domestic monetary policy would be determined byrnttometary policy by the central bank of
the country with the anchor currency. Thus, thet kkosintries’ central bank and government
would have no power to bring about a decreasearcthrency through inflationary policies
(Esaka 2007).

For the case of absolute FDI values (in contragtb shares), year dummiek for

each time period are included to capture a timadtrand period-based developments or

events that are not captured by other variables.

'8 For a detailed description see chapter 3.2.1.
19 See Appendix A for exact definitions and data sesifor all variables.
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Because of the skewness of the data, a specifazitbgnic form for the FDI 1 and FDI
2 variables, foilGDP and forDiffGDP is used. This helps to avoid loss of observatisits
negative or zero values. The sign ®&f remains unchanged by the transformation. The

following logarithmic transformation is applied:

y =In(x+4/(x* +1)) (5)

A Hausman specification téSwas performed to identify whether a fixed effectsdel or a
random effects model is the more appropriate estomgrocedure. The zero hypotheses that
a random effects estimation would be consistentedficient had to be discarded. Therefore,
the use of a fixed-effects estimation is validfiked-effects panel regressions, time-invariant
variables are not considered, because they areledusby the fixed effects. This means that
distancé® (accounting for bilateral transportation costsgiaage barriers or cultural barriers)
as a core variable of gravity models has to bedeftof the estimation equation. These time
invariant variables are included in the estimateed effects of each country pair.

The sample analysed consists of 31 source coufftéesl 110, mainly developing,
host countrieS. Data for the years from 1978 to 2004 are condkits¢hree-year values by
using averages. This yields nine observations lfandicators over the whole period. Three-
year averages of the dependent and all explanatmigbles are computed, to reduce the
volatility and the fluctuations of the annual bdedl FDI flows. Nevertheless, this approach

still ensures sufficient variation in the data.

4.2 FDI Variables

Data on FDI flows is made available by UNCTAD (2@D7FDI is defined as an investment
involving a long-term relationship and reflectindaating interest and control by a resident
entity in one economy (foreign direct investor argnt enterprise) in a enterprise resident in
an economy other than that of the foreign direeestor (FDI enterprise or affiliate enterprise
or foreign affiliate). FDI implies that the investexerts a significant degree of influence on

%0 See Hausmann (1978)

2! The expected sign of distance is difficult to asalylt can be positive, since due to a larger wigta
horizontal FDI has an advantage over trade. Orother side it could be negative, because a smdik¢ance
can encourage vertical FDI. This would be opposetthé idea of gravity models assuming distance rgdigeas
an impediment.

22 See Appendix B

%3 See Appendix C
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the management of the enterprise resident in ther@conomy. Such investment involves
both the initial transaction between the two eesitand all subsequent transactions between

them and among foreign affiliates, both incorpalaiad unincorporated.

The way UNCTAD ensures the quality of the dataufimed below. The UNCTAD
tries to ensure that national statistical officesl ather national organizations for official
statistics are duly involved and advocates that Fla@damental Principles of Official
Statisticsbe applied when data are collected in countriesotider method to supervise the
guality and quantity of the statistics is to sharel compare the collected data with other
organizations. Furthermore, the UNCTAD systemadijcaboperates with national statistical
offices and other national organizations on offictatistics with regard to the development
and promulgation of methods, the implementation imternational standards and the
standardization of good practices (UNCTAD 2007b).

FDI has three components: equity capital, reinvestarnings and intra-company

loans. FDI flows are recorded on a net basis (abhpdcount credits less debits between direct
investors and their foreign affiliates) in a pantar year (UNCTAD 2007h).
Since there are no separate data available fordmal and vertical FDI for such a large
sample including many developing countries, ite$ possible to differentiate between these
two types of FDI flows. To assess the chances afynp@or developing countries to become
more attractive for FDI and to avoid a sample seladias, it is desirable to include a large
number of these poor developing countries in tinepda.

Moreover, the data contain a large number of mississervationé? It is not obvious
whether the missing observations are actually senshether they are non-zero bilateral FDI
flows not reported due to reasons of confidentialfor this reason, two alternative sets of
FDI data are used here. For one of them, a zergevalassumed for all missing observations,
although it is possible that actually there werensaunreported non-zero FDI flows. The
second set is the data set as published by the WRCTcontaining only non-zero
observations. This of course reduces the sampke diastically (there are about 10,000
observations with missing values for all countrids)the case of negative three-year averages
of the variable FDI shares, this value is replacsith zero, in order to preserve as many

observations as possible.

24 The data as provided contains only non-zero ebsens and UNCTAD does not report data due to

only a single transaction.
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The data on bilateral FDI flows originating from GNAD’s Extract Data Service have been
available since 1970 at a bilateral level for 1@parting economies. However, for some
countries there are no bilateral FDI data for tBéQk, because they did not publish their FDI
flows during that time. There is only a very snsample of reporting countries with complete
data for the early period. Obviously the countrigbich had an established domestic
statistical reporting system in the 1970s are nyaielveloped countries.

To avoid any biases, the data before 1978 arerdisdalt should be noted that data
for financial offshore centréSwere excluded, because their FDI data are higkéy to be
biased.

For analysing different country groups, various WBiiables are computed:

 FDI 1 and FDI 2: Absolute FDI flows from a repogiicountry to a host country in
Mio. US$. FDI 1 includes the missing value zerod &DI 2 excludes the missing
value zeros.

 FDI 3 and FDI 4: FDI to host in percent of total IRD all countries with and without
missing value zeros, respectively.

 FDI 5 and FDI 6: FDI to host in percent of total IRD developed countries with and
without missing value zeros, respectively.

 FDI 7 and FDI 8: FDI flows to a host country in pent of total FDI to developing

countries, with and without missing value zerospestively.

4.3 Exchange Rate Variables

Three different exchange rate variables are condpiat@nalyse the effects of exchange rates

on FDI. The real exchange rate vs. the US Dollawels as its standard deviation are used as

control variables. Both are host country specifidables and included X i .

1) In accordance with most studies, the real exgbaate data of the International Financial
Statistics are used, compiled by the IMF. The IMblghes monthly average data on the
nominal exchange rate against the US Dollar andtiipdata on the Consumer Price Index
for the member countries. Using these data, theenezhange rates for a great number of

countries are calculated in the following way:

CPI s

ERreaI = ERnom *
* * CPI host (6)

% List of offshore financial centres, reported hyr@&stat (2005).
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This means that the real exchange rate is compytélde average of the local currency value
against the US dollar multiplied with the ratiotbé US CPI and the local CPI. The CPlI is set
equal to 100 in the year 2000. An increase in thleesof the real exchange rate vs. the US
Dollar indicates a dollar appreciation and a dejptem of the host countries’ real exchange
rate.

The IMF provides data for a broad country sampld &r a long period. Some
missing monthly data are supplemented by usinglablai yearly data for the respective
variable. The GDP deflator could also fill some gapthe CPI data set. From these data, the
three-year averages of the real exchange ratesabkmdated to work with.

A critical aspect is the existence of multiple exghe rate arrangements in some
countries. As an example, Baxter and Kouparits@8gPname Nigeria. Nigeria is a country
with four exchange rates: the official exchange rathich results from auctions of foreign
exchange, the interbank rate between commercidtshahe retail “bureau de change” rate
and the parallel market rate. This example showassttie official exchange rate is not the only
relevant exchange rate arrangement.

2) With regard to the volatility of the exchangéetasimply the standard deviation of the real
exchange rate of monthly data is used. These ws&=@ to compute three-year averages.

3) With respect to the exchange rate regime vajabk classification system developed by
Reinhart and Rogoff (2004) is used. Since this ystisdonly interested in the difference
between fixed and non-fixed regimes, the coars# dassification system from Reinhart and
Rogoff (2004) is determined as the fixed regimé¢hiese analyses. This means that the fixed
regime dummy takes the value one for countriesaitla separate legal tender, those with a
pre-announced peg or currency board arrangemesdge tlvith a horizontal band narrower
than +/- 2% and those with a de facto peg. All otlegimes are given a zero value. Because
the bilateral exchange rate regimes are analysesl,necessary to obtain information from
different sources about the true exchange ratemegituation for every single host and
reporter country. It is necessary to know whichrdouprovides the anchor currency for the
country with the fixed regime. Based on this infatian, the exchange rate regime dummy
on a bilateral level is obtained.

With regard to the three-year averages, the dumamiahlle is set to a value of one
only if all three years indicated a fixed exchanage regime.

Table 2 shows the development of the exchangeregiees between the years 1990
and 2004:
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1990 1997 2004
All countries
Hard pegs 22.50 24.46 34.06
Intermediate 45.83 51.08 32.61
Floating 15.83 13.67 31.88
Freely falling 15.83 10.79 1.45
Total 100.00 100.00 100.00
Members 120.00 139.00 138.00
Advanced Countries 1990 1997 2004
Hard pegs 4.35 0.00 52.17
Intermediate 73.91 65.22 13.04
Floating 21.74 34.78 34.78
Freely falling 0.00 0.00 0.00
Total 100.00 100.00 100.00
Members 23.00 23.00 23.00
Developing Countries 1990 1997 2004
Hard pegs 34.33 35.71 35.71
Intermediate 29.85 46.43 34.52
Floating 16.42 5.95 27.38
Freely falling 19.40 11.90 2.38
Total 100.00 100.00 100.00
Members 67.00 84.00 84.00

Table 2. Evolution of exchange rate regimes: Reihl@d Rogoff natural classification

(percentage of members in each category), SourcheBgreen and Razo-Garcia (2006).

It is interesting that the number of pegs in depetbcountries was zero in 1997 and
increased to 52 percent in 2004. The number ofrimreédiate regimes decreased whereas the
number of floating regimes hardly changed, in patéir between 1997 and 2004.

With regard to the developing countries, the numitehard pegs remained relatively
stable over the time period between 1990 and 2bB0#the floating regimes became more
prevalent. The number of countries categorisedfieely floating” decreased to nearly 2

percent.

4.4 Empirical results

After describing the methodology, the variables trelsample, next the empirical results will
be presented. The parameter estimates are sholables 3 to 6. Table 3 and Table 5 contain
the results obtained when using #iesolutevalues of FDI as the dependent variable. Table 4
and Table 6 show the estimated results, using eaahtry’s share of total FDI for the
respective sample (i.e. all countries, developathties, developing countries) as described

above.
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Each table contains six columns, displaying themedion results for the three
different country groups, using the two differemIFvalue sets (as discussed above, one can
either treat the gaps as periods with zero FDIlaf@ingle country or as a missing value).
Tables 4 and 5 use the direct peg indicator forekehange rate regim&ikRegimé and
Tables 6 and 7 present the results obtained w&lnitirect peg indicatotrf{dFixRegimég

As usual, the estimated coefficients are marked wite, two or three stars if they are
significant at the 10, 5 and 1 percent level, respely. In the row below each estimated
coefficient, its corresponding t-value is reporfgdbrackets).

In Table 3, all relevant control variables and #agiable FixRegimeare included as
explanatory variables of absolute values of FDWHdor the three samples, “all countries”,

developed countries and developing countries.

All countries Developed countries Developing Courstrie
FDI 1 (In) FDI 2 (In) FDI1 (In) FDI2(In) FDI1(In) Bl2(In)
FixRegime 0.333 -0.00166 0.122 -0.158 0.42 0.356
(1.29) (-0.0050) (0.34) (-0.38) (1.12) (0.58)
GDP 0.424%** 0.921*** 0.366 0.402 0.387***  0.960***
(7.56) (3.9) (0.96) (0.51) (6.32) (3.06)
DiffGDP 0.00382 0.0142 0.013 0.00312 -0.00312 0.0311
(0.44) (0.55) (0.72) (0.12) (-0.97) (1.25)
Growth -0.00511*  0.0438*** 0.0131 0.0414 -0.00513* 0.0#98
(-1.82) (2.72) (0.7) (0.87) (-1.65) (2.78)
Openness 0.00363*** 0.00471 0.0129* 0.0206 0.00405*** oo
(3.08) (1.01) (1.89) (1.16) (3.13) (0.5)
CapOpen 0.0296* 0.121* 0.0085 0.167 0.0362** 0.137*
1.74) (1.88) (0.14) (1.35) 2.97) (1.78)
PolCon 0.179** 0.901*** 0.906 3.368** 0.273*** 0.627*
(2.39) (2.92) (1.31) (2.3) (3.41) (1.87)
RTA 0.588*** 0.682** 0.648* 1.251 0.645%*=* 0.593**
(4.46) (2.5) (1.75) (1.54) (4.22) 2.1
RealExchRate -0.0000696** -0.000163  0.00259**  0.00450%*0.0000624*  -0.000126
(-2.26) (-1.62) (2.26) (2.23) (-1.83) (-1.22)
Volatility ER 0.000138* 0.000269 0.00148 0.0035 0.000141 .000225
(1.74) (1.42) (1.06) (1.54) (1.63) 1.17)
Observations 17,152 5,552 3,819 2,194 12,144 3,358
Number of pairid 3,086 1,276 710 474 2,146 802
R-sq-within 0.03 0.06 0.04 0.04 0.04 0.08
R-sq-between 0.27 0.19 0.09 0.05 0.18 0.15

Table 3: Fixed Effects Estimation: Dependent Vdeali=DI 1 and FDI 2

First, the control variables will be consideredgibaing with the coefficients for host

countries’ GDP. As expected, they are positive sigdificant at the 1 percent level for all
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countries and the developing countries, but nohiS@ant for the sample of developed
countries. This implies that in the case of devielgrountries, investors favour investments
in countries with a relatively high GDP. This seetm®e of lesser importance for developed
countries. The fact that this coefficient is ssilgjnificant for “all countries” implies that this
variable contributes greatly to explaining FDI ieveéloping countries.

The difference between host and sources count@G&P is not significant for all
samples. It is positive for “all countries” and ééped countries and has the expected sign.
However, for developing countries, the sample idclg the zeros for missing values
produced a coefficient with a negative sign.

The estimates for the coefficients of growth previd mixed picture with the
difference arising again from the inclusion of thieservations with the missing value zero.
For developed countries, the coefficients are p@sifas expected), but not significant.
Whereas for developing countries they are negdavehe 10 percent level) for the sample
with missing value zeros, and positive (at the dcgat level) for the sample without them.
This again indicates that the relationship is nabust and different for developed and
developing countries. Also, the inclusion of thesetvations with the missing value zeros
(about 8500) seems to make a noticeable differembes might be due to the fact that
countries with gaps in their official reports diff@ their characteristics (e.g. poorer, smaller)
from those without gaps, or that gaps are moreugatjin earlier periods than in recent
periods, and FDI allocation has changed since then.

Trade openness has a positive influence for all pesnand is in line with
expectations. The coefficient is significant (a& thpercent level for developing countries and
at the 10 percent level for developed countries)ttie samples including the missing value
zeros. The importance of openness as expressdtlyizie of the coefficient is considerably
greater for developed than for developing countries

FDI flows are positively stimulated by the existenaf open capital markets. The
coefficients of the index variabl€apOpenare positive for all samples and significant for
developing countries and “all countries”. They atdstantially smaller for those samples
with missing value zeros than for those without.

Forming free trade agreements or custom unidtiBA( is also shown to have a
positive influence on FDI flows. All coefficientsatie a positive sign, as expected. It is
significant at the 1 and 5 percent level for depeglg countries for the sample with and

without missing value zeros, respectively. For d@ved countries, the coefficients are of
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similar size but only significant for the samplettwmissing value zeros. For “all countries”
the coefficients are significant at 1 and 5 perdentl for the sample with and without
missing value zeros, respectively.

The independence of the political executive bramclshown to have a positive
influence on FDI flows. The variabléolCon has positive coefficients for all samples. For
developing countries, it is significant at the Xqaemt and at 10 percent level for the samples
with and without missing value zeros, respectiveipr developed countries, it is not
significant for the sample with missing value zeapsl significant at the 5 percent level for
the sample without. The combined sample “all caastrhas significant values, at the 5 and 1
percent level, for samples with and without misswadue zeros. Here too, the size of the
coefficient is considerably larger for the samplathout the missing value zeros.

The influence of the level of the real exchange @fthost countries’ currency to the
US Dollar is positive for the developed countriesl anegative for the developing countries.
For developed countries, the coefficients are &ant at the 5 percent level. This conforms
to the expected relationship. A currency depreoadittracts FDI inflows into the developed
host country. For developing countries a revertaiomship exists. An appreciating currency
seems to attract FDI flows. In this case, the ¢oefit with missing value zeros is significant
at the 10 percent level, whereas that of the samph®ut is not.

These contradicting results point to a differeneéMeen developed and developing
countries. They could be due to the fact that fiimsleveloped countries use periods with
strong exchange rates to buy companies with atteadirm-specific assets, as reported by
Bloningen (1997). Conversely, in the case of dgwelp countries, the motive of buying
assets at bargain prices seems to be of minor tane®. The negative relationship between
the real exchange rate level and FDI inflows cduddexplained by the fact that developing
countries with appreciating currencies tend to heaveealthy economy and therefore provide
attractive investment opportunities (market-seelkid).

The influence of exchange rate volatility on FDIpgsitive and only significant for
“all countries” at the 10 percent level, but neitfe@ developing nor for developed countries.
This suggests that horizontal FDI with a marketksege motive has a dominating influence,
in particular with respect to developed countrigsis supposition is underpinned by the fact
that the coefficients in the case of developed trees) although not significant, are an order
of magnitude larger than those in the case of dweldping countries. In contrast, FDI flows

into developing countries are hardly affected byrency volatility. This contradicts the
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notion that FDI into developing countries is predaantly efficiency seeking, vertical FDI.
Exchange rate volatility increases uncertainty ted transfer prices for raw materials and
preliminary products and therefore should make FD& country with high exchange rate
volatility less attractive. The empirical findingauggest that MNEs may have ways to
circumvent exchange rate volatility by fixing lotgrm transfer prices or by taking out
hedges to protect them from currency fluctuations.

The indicator for fixed exchange rate regimes doaiscontribute much to explain
foreign investment. None of the coefficients argndicant. In the case of developing
countries, the influence of fixed regimes on FDpasitive, but just missed significance. In
the case of developed countries and “all countrigse coefficients ofFixRegime are
insignificant and have different signs for the s&mpith and without missing value zeros.
These results suggest that there is no conclusigerce for positive effects, emerging from
the imposition of fixed exchange rate regimes. Tduatradicts the view that countries can
alleviate a currency crisis by linking their curegrto a stable anchor currency. Nevertheless,
the fact that the coefficient dfixRegimeis positive (but insignificant) in the case of
developing countries could be an indication thatithposition of a fixed currency regime has
at least some positive impact on FDI flows. It apgeplausible that the existence of this
relationship is even weaker for the developed aoesitsample, since in these cases an
increase in credibility of a country’s central backn hardly be achieved by pegging its
currency to another important currency. Also, @dapart of the observations for developed
countries with fixed exchange rate regimes arisenfthe EMU, which was formed under
different preconditions than fixed exchange ratgmes in developing countries.

The overall fit of fixed-effects estimations isagVely low. This is partly due to the
diversity of the sample of 31 source and 110 hoshtries and the inferior quality of the data
for the early periods and/or developing countritlse model explains between 12 and 13
percent of the variation in FDI for the sample @veloping countries with and without
missing value zeros, respectively, but only 8 angeBent of the variation in FDI for the
sample of developed countries with and without geespectively. For “all countries” the
overall RZis 0.2 and 0.14 for the two samples.

Considering the explanative power with regard te within and between RZ? it is
obvious that the model has very little predictiv@mver within a single cross-section. This
means that only about 4 percent of the variatiorFDf within one cross section can be

explained by the values of explanatory variables. the between correlation, the power of
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the model is slightly better. In the case of depglg countries, about 15 to 18 percent of the

FDI variations over time for a single country came bxplained by movements in the

explanatory variables. Generally, the fit for deys#hg countries is better than that for

developed countries.

Table 4 presents the regression results where IBdsfare represented by shares of total FDI

flows in the respective sample.

All countries Developed countries

Developing courstrie

FDI 3 FDI 4 FDI & FDI € FDI 7 FDI 8
FixRegime 0.00375 0.00512 -0.000341 -0.000302  0.00847*** 0.00634
(0.6) (0.6) (-0.54) (-0.34) (2.62) (1.24)
GDP -0.00161 -0.0155***  -0.00563***  -0.0109*** -0.00513* -0.0288**
(-1.32) (-2.61) (-3.12) (-2.96) (-2.01) (-2.50)
DiffGDP 0.000316** 0.000466 0.0000687*** 0.000118**  0.006*** 0.00614*
(2.3) (1.12) (2.95) (2.33) (3.05) 1.72)
Growth 0.0000397 0.000285 0.0000532 0.0000656 0.000326**0.00122**
(0.8) (1.09) (1.43) (0.5) (2.82) (2.45)
Openess -0.0000104 -0.0000163  -0.00000198  0.0000228 0010®*  -0.000312*
(-0.85) (-0.28) (-0.20) (0.71) (-2.02) (-1.80)
CapOpen 0.000356* 0.00117 0.000592**  0.00106** 0.000992* 0.00252
(1.67) (1.36) (2.57) (2.24) @7 (1.24)
PolCon 0.00143 0.00901** 0.00809***  0.0166*** 0.000293 .60385
(1.57) (2.53) (3.26) (2.95) (0.11) (-0.40)
RTA 0.000506 -0.00341 -0.00378 -0.0130* -0.0160* -0.0334*
(0.19) (-0.54) (-1.55) (-1.73) (-1.73) (-2.10)
RealExchRate -0.000000432  -0.00000132 0.00000787***0AMDO3** -0.00000351** -0.00000697*
(-1.39) (-0.98) (3.05) (2.55) (-2.30) (-1.91)
Volatility ER 0.00000203*** 0.00000458**  0.00000259* @O0O0234 0.00000769*  0.0000146*
(2.8) (2.43) (1.78) (0.62) (1.92) (1.85)
Observations 17,036 5,542 3,819 1,862 11,418 3,353
Number of pairid 3,085 1,276 710 457 2,145 802
R-sq-within 0.00 0.00 0.02 0.05 0.01 0.03
R-sq-between 0.10 0.14 0.06 0.06 0.08 0.13
R-sqg-overall 0.08 0.14 0.04 0.04 0.04 0.08

Table 4: Fixed Effects Estimation: Dependent Vdeal-DI 3 - FDI8

The fit for this specification is worse than thesaescribed before — the overall R? is

4 and 8 percent for the developing countries, 4 ameércent for developed countries and 8

and 14 percent for “all countries” for the sampleish and without missing value zeros,

respectively.
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The coefficients of5DP changed sign compared to the specification wighabsolute
FDI values. With the exception of the “all counsfisample - with missing value zeros — all
coefficients are highly significant. These reswlte contrary to the expectations. Possibly,
this indicates that MNEs act in a kind of specuktimanner by concentrating their
investments on countries with high GDP growth aaduce the share allocated to those
countries, which have already achieved a high le/&DP. This behaviour seems to be most
visible for the share of FDI flows into developieguntries, where the coefficients of the
variableGrowthare positive and also highly significant (see bglo

The coefficients of the variabBiffGDP, shown in Table 4, all have a positive sign
and are all significant with the exception of tlemple of “all countries” without missing
value zeros. This is consistent with results oletifor the variable&DP andGrowth MNEs
tend to allocate a larger share of their FDI tontoas with relatively low GDP (i.e., a great
difference to the GDP of their own country) andhhggowth potential.

The variable Growth has positive coefficients fthisamples. They are significant at 1
percent and 5 percent level for the sample of dg@net) countries, with and without missing
value zeros, respectively. This provides strongdewte that, in the case of developing
countries, MNEs allot higher proportions of theivéstments to countries with good growth
prospects and tend to reduce the share of thosar@siwhich have already reached a high
level of GDP.

In contrast to Table 3, the coefficients OGfpenessare negative and also only
significant for developing countrie€apOpenandPolCon (PolConwith the exception of the
sample of developing countries without missing ealteros) has a positive sign for all
samples as in Table 3. Unlike in the specificatigtih absolute FDI values, the coefficients of
the variableRTAhas a negative sign (with the exception of thearnaf “all countries” with
missing value zeros). This again contradicts teetttical expectations.

The results for the exchange rate variables (keh@&nge rate level and volatility) are
similar to those stated in Table 3. They have idahsigns for all samples. Concerning the
exchange rate volatility, the coefficients for themples of developing countries and of “all
countries” are significant up to the 1 percent leneghe case of “all countries” with missing
value zeros.

The coefficient of the variablEixRegimeis positive and significant at the 1 percent
level for the sample of developing countries witlssing value zeros. This means that only

for this sample the exchange rate regime is foonkatve a significant influence on FDI. In
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the case of developed countries, the coefficienthefvariabled=ixRegimeis negative, but not
significant, whereas for “all countries” the coeiéints are positive and also not significant.
This indicates that within the sample of developauyintries, those countries with a fixed
exchange rate regime receive a larger share of H& means that creating credibility by
linking a host country’s currency to a strong amnchorrency is rewarded by MNEs with
higher FDI.

However, the significance level obtained for theewhere the observations with the
missing value zeros were included should be regawdth great caution. The missing value
observations which were included, contained bynit#dn zero FDI values, and in almost
every case a zero indicator for the exchange eggame. This spurious correlation between
zeros obviously resulted in the improved level ighgicance. Among developed countries,
those countries entering a fixed exchange ratemegire found to receive a smaller share of
FDI flows. This could be due to the fact that timeet of the formation of the EMU is covered
by the observation period, and the EMU member ctasare important FDI host and source
countries. Possibly horizontal FDI becomes lesadite for member countries of the EMU,
because they have virtually unrestricted accesmaokets within the union. This would
contradict the findings of Petroulas (2006), axdbsd above.

As pointed out in chapter 2.4, there are also edifixed exchange rate relationships.
These extend the number of countries that are cagd by a fixed exchange rate regime.
The variableindFixRegimendicates direct as well as indirect (in this cgsandchild) fixed
exchange rate relationships. Tables 5 and 6 cofitairestimation results with this variable,
substituted foindFixRegime The tables show that the inclusion of indiregefl exchange
rate regimes hardly changes the results. The cgaifs and their significance levels are

virtually unchanged.
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All Countries

Developed countries

Developing courstrie

FDI 1 (In) FDI2 (In) FDI1(In) FDI 2 (In) FDI 1 (In) Bl 2 (In)
IndFixRegime 0.0683 -0.0819 0.104 -0.171 -0.0273 -0.00685
(0.46) (-0.25) (0.30) (-0.39) (-0.21) (-0.01)
GDP 0.426*** 0.921*** 0.365 0.403 0.392*** 0.974***
(7.58) (3.40) (0.96) (0.51) (6.37) (3.10)
DiffGDP 0.00418 0.0145 0.013 0.00321 -0.00299 0.0311
(0.48) (0.56) (0.72) (0.12) (-0.93) (1.25)
Growth -0.00503* 0.0440*** 0.0132 0.0416 -0.00459 0.0508*
(-1.77) (2.72) (0.72) (0.88) (-1.47) (2.84)
Openess 0.00367*** 0.00467 0.0130* 0.0206 0.00398*** Qe
(3.10) (1.00) (1.90) (1.16) (3.05) (0.48)
CapOpen 0.0311* 0.122* 0.00881 0.167 0.0355* 0.137*
(1.82) (1.90) (0.14) (1.36) (1.92) (1.78)
PolCon 0.174** 0.898*** 0.905 3.378** 0.274*** 0.626*
(2.32) (2.91) (1.30) (2.30) (3.43) (1.87)
RTA 0.595*** 0.681** 0.648* 1.25 0.663*** 0.598**
(4.54) (2.50) (1.75) (1.54) (4.39) (2.12)
RealExchRate -0.0000702** -0.000163 0.00258**  0.00449** -0.0000626* -0.000126
(-2.28) (-1.63) (2.26) (2.23) (-1.85) (-1.22)
Volatility ER 0.000138* 0.000269 0.00148 0.00351 0.000142 0.000226
(1.74) (1.43) (1.06) (1.55) (1.64) (1.18)
Observations 17,152 5,552 3,819 2,194 12,144 3,358
Number of pairi 3,086 1,276 710 474 2,146 802
R-sg-w ithin 0.03 0.06 0.04 0.04 0.04 0.08
R-sg-betw een 0.27 0.19 0.09 0.05 0.18 0.15
R-sg-overall 0.19 0.14 0.08 0.03 0.12 0.13

Table 5: Fixed Effects Estimation: Dependent Vdeali=DI 1 and FDI 2
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All countries

Developed countries

Developing countries

FDI 3 FDI 4 FDI5 FDI 6 FDI 7 FDI 8
IndFixRegime 0.00215 0.00527  -0.000396 -0.000306 0.00306** 0.00622
(0.60) (0.63) (-0.63) (-0.32) (2.26) 1.47)
GDP -0.00168 -0.0156***  -0.00563***  -0.0109*** -0.00526** -0.0289**
(-1.34) (-2.61) (-3.12) (-2.96) (-2.03) (-2.51)
DiffGDP 0.000318** 0.000463 0.0000690***  0.000118** 0.00105*** 0.00612*
(2.31) (1.12) (2.96) (2.33) (3.04) (.71
Growth 0.0000376 0.000287 0.0000533  0.0000656  0.000327*** 0.00122**
(0.75) (1.10) (1.44) (0.50) (2.82) (2.47)
Openess -0.00000914 -0.0000143 -0.0000019  0.0000227 -0.000101** -0.000309*
(-0.72) (-0.24) (-0.19) (0.72) (-1.99) (-1.78)
CapOpen 0.000379* 0.00118 0.000594** 0.00106** 0.00102* 0.00254
(1.76) (1.39) (2.57) (2.24) 1.74) (1.25)
PolCon 0.00138 0.00896**  0.00811*** 0.0166*** 0.000235 -0.00389
(1.52) (2.53) (3.26) (2.95) (0.09) (-0.40)
RTA 0.000583 -0.00342 -0.00378 -0.0130* -0.0157* -0.0334**
(0.22) (-0.54) (-1.55) (-1.73) (-1.71) (-2.10)
RealExchRate -0.000000439 -0.000001830000787*** (0.0000103** -0.00000352** -0.00000697*
(-1.42) (-0.98) (3.05) (2.55) (-2.30) (-1.91)
VolatiityER ~ 0.00000204*** 0.00000458** 0.00000259* 0.00000233 0.00000769* 0.0000146*
(2.81) (2.43) (1.78) (0.61) (1.92) (1.85)
Observations 17,036 5,542 3,819 1,862 11,418 3,353
Number of pa 3,085 1,276 710 457 2,145 802
R-sg-w ithin 0.00 0.00 0.02 0.05 0.01 0.03
R-sg-betw een 0.10 0.14 0.06 0.06 0.08 0.13
R-sg-overall 0.08 0.14 0.04 0.04 0.04 0.08

Table 6: Fixed Effects Estimation: Dependent Vdeali=DI 3 — FDI 8

The results obtained for the link between FDI archange rate regimes could not be
improved by using lagged exchange rate variablegidJthe lagged variables did not yield a
significant coefficient and a better fit. This mhg due to three-year data intervals, which
means that a lagged variable refers back as feikagars. It seems unrealistic to assume that
FDI follows events with such a long time lag.

To check whether the relationships have changed twe, the periods before and

after 1990 have been analysed separately. Thesdsukhe two shorter periods did not yield
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a better fit or narrower confidence intervals foe tcoefficients. This indicates that the
influence of exchange rate regimes on FDI has leeprally weak and spurious during the

more recent and the remote sampling period.

5 Concluding Remarks and Policy Implications

Over the last 20 years, FDI flows have surged amnEBhave become increasingly important
players in the world economy. Countries with ecomoproblems and worsening financial
situations often turn to fixed exchange rate regims an emergency measure and as a
“lifebelt”. They do this because there is a widkgld opinion that anchoring a weak currency
to a strong and important currency improves a agiscredibility and its standing with
potential foreign direct investors. As yet, thegeliitle empirical evidence regarding the
validity of this assumption. This study tried td fhis gap by using data for a large sample of
countries, covering the period from 1978 to 2004.

The results obtained for the variables representiregexchange rate regime (with
direct and indirect pegs, respectively) were, witle exception, not significant. The empirical
results indicate a weak positive relationship betwEDI flows and exchange rate regimes for
developing countries. The positive effects seermeanore robust if the share of FDI is used
as an explanatory variable. In this case, theioglship of the FDI variable with the sample,
including the observations where the missing FDIluesa were replaced by zeros, is
significant. The improved significance is most mbly due to the spurious correlation
between the zero FDI values and the zeros of thieasge rate regime classification.

Therefore, the relationship seems to be weak ahdotust. It is noteworthy for this
sample of developing countries, in contrast to tifatleveloped and “all countries”, that all
coefficients of the direct and indirect exchangée reegime variables are in line with
expectations. This implies that for developing daoes the imposition of exchange rate
regimes may have a small positive impact on FDt.tBase results are only indicative at best
and are not robust. It is, therefore, of particutaportance to note that the results do not
provide conclusive support for the imposition ofefil exchange rate regimes as a way to
attract FDI inflows in the wake of currency and mamic crises. Politicians should rather rely
on other economic instruments to restore their tesi stability and international credibility.

For developed countries, the results are inconauand not significant at all. In most

cases, the signs of the coefficients are even ivegathis indicates that for developed
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countries, imposing a fixed exchange rate regimeriter to attract FDI flows is not a
dependable policy alternative.

Not surprisingly, the results for the “all counsiesample, comprising observations
for developed and developing countries are alsocantlusive. Most of the coefficients are
positive, but none of them is significant. The s@mpf countries seems to be so
heterogeneous with regard to the relationship betwieDI flows and the exchange rate
regime that it is not possible to draw clear cosidos.

For a few countries (e.g. China), fixed exchange ragimes have coincided with high
FDI inflows, whereas the opposite was true for manmker countries (like Ecuador).
Therefore, the casuistic evidence suggests thabumtiy’'s success inconsolidating its
economic position seems to depend to an overwhglihgree on factors other than a fixed
exchange rate regime.

On the other hand, it would be premature to corepledismiss the influence of the
exchange rate regime on FDI flows at this stageoftain a more reliable picture, it would be
useful to refine and improve the de facto excharaje classification. As yet, there is no
method to validate the classification and the ohatthe classification method is based on
subjective judgement. Also, the data sample corapnery heterogeneous countries and time
periods. It is highly likely that particular group$ countries were subject to certain regional
or political influences, which obscured the “trugituation. Those countries were lumped
together indiscriminately in the sample.

To make sure that these effects do not oblitefagerésults, it seems necessary to
investigate which events or circumstances shapediatry’s development in a particular way
and whether this had an influence on FDI flows.nRart and Rogoff's (2004) painstaking
analysis of de facto exchange rate regimes magsea good example. At the same time, it
shows how much work needs to be done in orderdordethe historical aspects and details of
each country’s economic development and to condehse findings into meaningful
indicators. These should subsequently be used@aretory variables of FDI.
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Appendix

Appendix A: Definition of Variables and Data Sources

Variable Definition Source
FDI 1 Bilateral FDI flows from source to host coynt  UNCTAD (2007a)
in US$ million
FDI 2 Bilateral FDI flows from source to host cont
in US$ million, excluding missing value zeros UNCTAD (2007a)
FDI 3 Bilateral FDI flows from source to host coynt
in % of total FDI to all countries included in ourUNCTAD (2007a)
sample
FDI 4 Bilateral FDI flows from source to host comynt
in % of total FDI to all countries included in ourUNCTAD (2007a)
sample, excluding missing value zeros
FDI 5 Bilateral FDI flows from source to developed
host country in % of total FDI to all developed UNCTAD (2007a)
countries included in our sample
FDI 6 Bilateral FDI flows from source to developed
host country in % of total FDI to all developed UNCTAD (2007a)
countries included in our sample, excluding
missing value zeros
FDI 7 Bilateral FDI flows from source to developing
host country in % of total FDI to all developing UNCTAD (2007a)
countries included in our sample
FDI 8 Bilateral FDI flows from source to developing UNCTAD (2007a)
host country in % of total FDI to all developing
countries included in our sample, excluding
missing value zeros
FixRegime Indicator for fixed exchange rate regimes Reinhart and
Rogoff (2004)
IndFixRegime Indicator for indirect fixed exchangde Reinhart and
regimes Rogoff (2004)
GDP Real GDP, constant 2000 US$ World Bank (20
DiffGDP Difference between source and host GDP per World Bank (2006)
capita, constant 2000 US$
Growth Real GDP growth rate of host country in % ny@ank (2006)
Openness Sum of imports and exports in % of GDBt(ho World Bank (2006)
country)
RTA Dummy regional trade agreement, 0-1 WTO (2007)
PolCon Political constraints Ill, Henisz databds4, Downloaded from
Henisz’s homepag:s
CapOpen Indicator for capital account opennessaicho Chinnand Ito
index on financial openness (2005)
RealExchRate Real exchange rate against the US$ (20107)
VolatilityER Standard Deviation of the real exchangte IMF (2007)

06)

1%

5
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Appendix B: Source Country Sample

Argentina, Australia, Austria, Belgium-LuxembourBrazil, Canada, Chile, Colombia, Denmark,
Finland, France, Germany, Iceland, Ireland, JaRapublic of Korea, Malaysia, Mexico, Netherlands,
New Zealand, Norway, Portugal, Spain, Sweden, @ndnd, Taiwan, Thailand, Turkey, United
Kingdom, United States, Venezuela

Appendix C: Host Country Sample

Albania, Algeria, Angola, Argentina, Australia, Atia, Bangladesh, Belgium-Luxembourg, Bolivia,

Botswana, Brazil, Bulgaria, Burkina Faso, Camerd®anada, Chile, China, Colombia, Republic of
Congo, Costa Rica, Céte d'lvoire, Croatia, CzechuRéc, Denmark, Dominican Republic, Ecuador,
Egypt, El Salvador, Equatorial Guinea, Estonia,idgtia, Finland, France, Gambia, Germany, Ghana
Greece, Guatemala, Guyana, Haiti, Honduras, Hundeeland, India, Indonesia, Ireland, Israel, Ifaly

Japan, Jordan, Kazakhstan, Kenya, Republic of Kdr&aia, Lithuania, Madagascar, Malaysia, Mali,

Mauritius, Mexico, Mongolia, Morocco, Mozambique, aidibia, Netherlands, New Zealand,

Nicaragua, Niger, Nigeria, Norway, Oman, PakisRapua New Guinea, Paraguay, Peru, Philippines|
Poland, Portugal, Romania, Russian Federation,iSemathia, Senegal, Slovakia, Slovenia, Spain, Sri
Lanka, Sudan, Swaziland, Sweden, Switzerland, 8ydN@b Republic, Taiwan, Tanzania, Thailand,
Togo, Trinidad and Tobago, Tunisia, Turkey, Ugandé&raine, United Kingdom, United States,

Uruguay, Venezuela, Vietnam, Zambia, Zimbabwe
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